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The Secret to Programs that Work
New tools for program design and evaluation

Jitinder Kohli, William D. Eggers, and John Griffith February 2011

CAP’s Doing What Works project promotes government reform to efficiently allocate scarce resources and 
achieve greater results for the American people. This project specifically has three key objectives: 

•	 Eliminating or redesigning misguided spending programs and tax expenditures, focused on priority areas 

such as health care, energy, and education

•	 Boosting government productivity by streamlining management and strengthening operations in the areas 

of human resources, information technology, and procurement

•	 Building a foundation for smarter decision-making by enhancing transparency and performance  

measurement and evaluation

This paper is one in a series of reports examining government accountability and efficiency.
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Introduction and summary

Less than one-third of Americans have confidence that the federal government 
can solve problems, according to a recent Center for American Progress survey. 
The sentiment may be worse at the state level. The Pew Center on the States 
recently found that less than 20 percent of respondents in California, Illinois, 
and New York trusted their state governments.

What accounts for such widespread frustration? 

It’s not just the economy. As Vice President Joe Biden has said, there’s a feeling 
across America that “Washington, right now, is broken.” 

And in some ways, it is. 

Washington for years has been shooting at big targets and continues to miss the 
mark. After spending more than $1 billion, the government last month scrapped 
a troubled “virtual border” plan plagued for years by cost overruns and delays. In 
preparation for the 2010 Census, the Commerce Department spent two years 
developing handheld computers to replace millions of costly forms and maps used 
by field workers. The initiative failed and workers reverted to pen and paper. 

At the root of such failures is faulty design. The way public policy is designed 
today results in programs that sound good in hearings but don’t work in the 
real world. This paper diagnoses common design flaws, and proposes a kind of 
advance-warning system to help policymakers distinguish between programs with 
a high chance of success from those likely to run into problems down the line. 

Five common design flaws in government programs

After consulting about 200 government experts over six months, we discovered 
a handful of common problems that can doom government programs before 
they begin. 
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The wrong approach
Decision makers often forget to ask the most basic question when considering 
new programs: Do we really need to do this? 

Insufficient evidence
Government programs too often sprout from little more than a policymaker’s 
hunch, with scant evidence they’ll actually work. 

Poor implementation planning
Program advocates often get so caught up in the political process that they skip 
over crucial implementation issues in the design phase, leading to cost overruns 
and timeline delays. 

Misunderstood incentives
Programs created without a precise understanding of the incentives embedded in 
them are vulnerable to deception or “gaming.”

Insufficient performance assessment and refinement
The best businesses are committed to constantly monitoring and improving 
the performance of their products. But not enough government programs are 
designed to report whether they’re actually working. 

A checklist-inspired solution: Design for Success

In his book, The Checklist Manifesto: How to Get Things Right, Atul Gawande 
revealed the power of simple checklists to prevent systemic failure in a variety of 
contexts, from operating rooms to investment companies. 

Gawande’s thesis was a starting point for this project. Could a checklist-type 
system be used to predict a government program’s likelihood of success? Might it 
prevent the all-too-common design flaws that lead to implementation crises? 

In this spirit, we sought to define the characteristics of a program that was likely to 
succeed and then ask proponents to go through a checklist-type process early on.

An effective checklist has two components: A list of well-designed questions, and 
a process for how and when to ask them. We narrowed our focus to five broad 
areas, covering questions that can help policymakers avoid common design flaws: 
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•	 Approach: Is this the right approach to address the problem? 
•	 Evidence of effectiveness: Has the program been successfully implemented 

elsewhere? Has there been a rigorous evaluation of its impact? 
•	 Incentives: Does the program design minimize the risks of cheating the system?
•	 Implementation: How does the agency responsible for administering the pro-

gram plan to secure the necessary staff, skill base, and technology infrastructure? 
Are the plans and timelines reasonable?

•	 Monitoring and rethinking: Are there clear indicators that define success? Is 
there a plan for collecting timely and accurate data to monitor performance?

These questions underpin a series of questionnaires and checklists that probe the 
five common design flaws we identified. 

Of course, our “Design for Success” tools themselves are only valuable if used 
the right way. So we also dedicated considerable time to working with experts on 
how to best fit these tools into the program-creation process. Here’s the process 
in a nutshell: 

STEP 1: The new program proponent uses a “program checklist” to design  
an initiative.

STEP 2: The proponent completes a “program details” questionnaire that probes 
the five key components of a successful program described above. 

STEP 3: A neutral party, such as an interagency panel or legislative committee, 
completes a “program assessment” questionnaire to evaluate the likely success 
of the new program. 

STEP 4: Decision makers use the information on both questionnaires to guide 
their scrutiny of the program. 

Reviewing What Works: Tools for existing programs

Having established a process to predict the likelihood of a new program’s success, 
we next adapted these tools and procedures to an equally important task: evaluat-
ing the effectiveness of existing programs. 
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At a time of looming budget cuts, Washington urgently needs a better way to dis-
tinguish the most effective programs from those in need of reform—else it risks 
slashing good programs simply because they have less political support.

Our tools for evaluating existing programs build on two major recent govern-
ment performance milestones: The Obama administration’s recently adopted 128 
High Priority Performance Goals, and the Government Performance and Results 
Modernization Act, signed by the president in January. The law requires the 
executive branch to adopt cross-cutting outcome goals and to report regularly on 
progress toward achieving those goals. 

The “Reviewing What Works” process evaluates programs across a policy area 
against these goals, using interagency panels as arbiters of effectiveness. Again, the 
process in a nutshell: 

STEP 1: The government forms interagency panels by policy area.

STEP 2: These panels define common goals and list programs that contribute to 
these objectives on a “policy strategy” questionnaire.

STEP 3: Program managers complete a “program effectiveness” questionnaire 
for each initiative. 

STEP 4: The interagency panels complete “program evaluation” questionnaires 
to determine the effectiveness of individual programs.

STEP 5: The questionnaires inform decisions about which programs to expand 
or reform.

In the existing programs context, the key questions revolve around five key concerns:

•	 Impact: What impact does the program have on the goals across government in 
the particular policy area? 

•	 Collaboration: Does the program coordinate with other programs to maximize 
collective impact and minimize duplication? 

•	 Benchmarking: What is the relative effectiveness and cost of the program?
•	 Operational excellence: Is the program well run? Have there been delays or 

cost overruns?
•	 Adaptability: Has the program sought to learn from experience? Has it 

improved in response? 
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A time to act

More than 80 percent of Americans think the federal budget process should be 
reformed so that spending decisions are based on what works, according to a 2010 
Center for American Progress survey. 

This demands more prominent consideration during the design phase about 
whether a new program is likely to work. Equally, we need a system that scruti-
nizes existing programs for effectiveness, not merely political attractiveness. 

We can no longer defer proper consideration of which programs are most and 
least effective. The time to act is now. We believe this report shows a way forward. 
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Background

More than 400,000 temporary census workers armed with paper and pencils 
swarmed the country collecting data for the 2000 Census.1 The effort cost more 
than twice the previous decennial count. 

Census Bureau officials devised a seemingly simple solution to the soaring 
expenses: Replace millions of costly forms and maps with handheld computers for 
the next census. The potential payoffs were massive. Data collectors could instantly 
transmit data to a shared database, update residency information from anywhere in 
the country, and more easily navigate routes with an internal GPS system. 

That was the plan, anyway.

Two years after awarding a $600 million contract to develop the handhelds and 
related software, Commerce Secretary Carlos Gutierrez announced in April 2008 
the bureau would scale back its use of the devices. The agency requested $2 billion 
to $3 billion in additional funding to help data collectors transition back to paper.2

It was a predictable blunder, IT expert Robert Charette told Government 
Executive magazine: “A blunder is when you don’t do the things you know you 
should, many times because of hubris, and things go off the rails, predictably.”3 

The aborted transition to handheld devices was not a failure of technology. It was 
a failure of design. 

The No Child Left Behind Act of 2001, the 1986 immigration reform, and the 
price and wage controls of the early 1970s all suffered from similar problems of 
poor design. They were launched with high hopes of social and economic prog-
ress, and all had results so disappointing that politicians soon found themselves 
back at the drawing board. 
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The past few years have been no different. The 2009 Cash for Clunkers program 
drastically underestimated potential demand, leading to too little money allocated 
and too few workers to process applications. Likewise, SBInet, the planned $8 
billion “virtual border” fence, was rushed into implementation without a well-
thought-out plan and was “plagued with cost overruns and missed deadlines,” 
according to Janet Napolitano, secretary of the Department of Homeland Security. 
The high-tech fence was recently abandoned by the Obama administration. 

Similar problems have plagued complex initiatives at the state level. One of the 
biggest policy fiascos in recent times was California’s electricity deregulation. 
Democratic and Republican lawmakers in 1996 cooperated on a major redesign 
of the state’s electricity markets. The reforms were intended to introduce compe-
tition, spur innovation, and lower the cost of electricity. They were a spectacular 
failure. The new law caused soaring prices, rolling blackouts, and the recall of 
Gov. Gray Davis. A government reform initiative launched with high hopes had 
turned into a disaster. 

At the root of each of these failures was faulty design. Just as architectural designs 
can look good on paper but falter in the real world, poorly designed programs are 
often a blueprint for disaster. 

One consequence of these failures: Americans’ confidence in our government has 
fallen to an all time low. Less than one-third of Americans trust the federal govern-
ment to solve problems, according to a recent Center for American Progress sur-
vey.4 The news is hardly better at the state level. A recent Pew Center on the States 
survey found that fewer than 20 percent of respondents in California, Illinois, and 
New York trusted their state governments.5

It’s not only voters who believe we have a crisis. So do the government’s most 
senior civil servants. Sixty percent of the federal government’s Senior Executive 
Service said in a 2008 survey that Washington today is less capable of executing 
large projects than it was 30 years ago.6 

Time for a change

We’re at the dawn of an era of fiscal austerity. Funding for new initiatives will 
become increasingly scarce—and there will be little margin for error. Couple 
this with zero tolerance on the part of the American public for the kind of 
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large-scale failures we’ve experienced in recent decades, and it becomes clear 
that Washington needs an advance-warning system to sort programs with a high 
chance of success from those likely to run into problems down the line. 

Washington needs to ask basic questions of every proposed program: Is this the 
right way to solve the problem? How do you know it will work? How will you 
implement it? 

That’s what this paper is about. After working with some 200 experts, we have 
developed tools and processes to ensure that these questions are asked and 
answered early on, both by those responsible for designing new programs and 
those with the power to decide which programs to back. 

While analysis of the likely success of a new program idea will never supplant the 
need to look at how a new idea plays politically, looking at these issues alongside 
political considerations will increase the chances that good ideas turn into suc-
cessful programs.

Of course, improving the design of new programs is not enough. The govern-
ment also needs a better way for reviewing whether existing programs are work-
ing, experts told us time and again. As with new programs, basic questions must 
be asked of existing ones: What impact has the program had? Does it duplicate 
other programs? Is it cost-effective? Is it run well? Has it improved over time? We 
urgently need a formal process to ask these questions and distinguish effective 
programs from those in need of reform. 

To that end, this paper also proposes adapting our tools for new programs to exist-
ing programs. Description of our existing program tools follows the presentation 
of new program tools. Many of the experts with whom we consulted for this proj-
ect told us that the fiscal outlook meant these tools would be even more important 
in the coming years. 

“On the Hill,  

we could really do 

with a checklist 

for reviewing new 

legislation. That 

would help us make 

sure that we’re asking 

the right questions  

of new ideas.” 

– Congressional staffer
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This report builds on the 2009 book, If We Can Put a Man on the 

Moon: Getting Big Things Done in Government, in which Bill Eggers 

and John O’Leary examine how governments tackle their biggest 

challenges. The goal of the book was to answer a seemingly simple 

question: Why do some big initiatives succeed and others fail? 

The authors studied more than 75 major public initiatives since World 

War II and found that nearly all followed a predictable path from idea 

to results. From the so-called War on Poverty to the war on infla-

tion, from fixing inner-city schools to putting a man on the moon, 

the successful public policy journey always includes the same basic 

elements: A good idea, a well-designed piece of legislation, political 

support, and strong implementation. (See figure below)

Like links in a chain, every step in the process must work. Failure can 

occur at any point in the journey. Nixon’s wage and price controls 

failed because they were based on a faulty understanding of infla-

tion. California electricity deregulation failed because of bad design. 

Iraq reconstruction suffered from poor implementation. 

The root cause of program failures, albeit a hidden one, is a hitch in 

the process illustrated below. All the successful initiatives examined 

by Eggers and O’Leary got the process right.

Proponents took the time to listen to opposing viewpoints and often 

incorporated critiques into the program’s design. Lawmakers were 

aware they were crafting a design that needed to work in the real 

world. Sponsors allowed for thoughtful debate. Once the bill was 

passed, the political champion took the possibility of failure seriously 

and recruited a strong manager to lead the implementation. 

More information on the book, as well as an interactive map of the 

Journey to Success, is available at www.journeytosuccessmap.com.

If we can put a man on the moon…

The journey to success

Idea Design Stargate* Implementation Results

Reevaluation

*Stargate: In their book, Eggers and O’Leary define “Stargate” as, “The moment of democratic commitment because it instantly takes the process from the political universe to the bureaucratic universe… Think of it as the 
moment when a bill becomes law.”

http://www.journeytosuccessmap.com
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The problem: Why programs fail 

Failed government initiatives share a number of common design flaws. While 
most programs aim to inspire some social change, too often they are drafted, 
debated, and funded without a clear idea of what proponents hope to achieve for 
the American people. 

And even when the goals are clear, programs are often poorly designed. Program 
“architects” sometimes take the wrong approach to the problem altogether, or 

This report is about government “programs.”  What does that word mean? 

People in Washington use the term to mean different things, so we should be clear 

about our definition. We use the term to refer to a discrete initiative or intervention 

by government to achieve one or more goals. It might be a grant program to help 

schools or a new website that makes it easier for people to renew their passports. It 

could be a new regulatory initiative, such as a food-labeling requirement on caloric 

content to thwart obesity, or a new licensing requirement for particular pollutants to 

improve air quality. It could be a tax expenditure, such as a tax credit to encourage 

retirement savings. 

Whether it derives from the government’s power to spend, tax, or regulate, a gov-

ernment program is an initiative designed to achieve one or more policy goals. 

A “program” as we use the term is focused and defined. So a package of measures, 

such as those in the health care bill or the new financial regulation overhaul, does 

not constitute a program, but is rather a group of discrete programs. To apply the 

approach set out in this report, each program in a package of measures would need 

to be considered separately. 

What’s a “program”? 
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they design programs without thinking through the incentives they’re creating. 
Programs are launched without good evidence that they will work and without a 
plan for tracking progress toward achieving their goals. Implementation planning 
often takes a back seat to political palatability.

In many cases of mega-failures, the policy design process takes place in a vacuum, 
largely disconnected from the implementation process. In the best private compa-
nies, the concept of “designing for execution” is second nature: The design depart-
ment works closely with the manufacturing team to avoid drawing up something 
that can’t be built. Such cooperation is rare in government. More than two-thirds 
of senior federal executives say there is often or always a disconnect between 
people who develop policy and those who implement it.7

Five common design flaws for new programs

So what are the common design flaws that can doom government programs? 
Here are five key design flaws, according to our analysis and the experts with 
whom we consulted: 

The wrong approach 

Decision makers too often leave out the most basic questions when considering 
new programs: Do we really need it? Is the problem already being addressed by 
another federal program? Are we duplicating efforts?

Consider the Department of Agriculture’s High Energy Cost Grant Program, which 
delivers $15.5 million a year to utility providers in Alaska, Hawaii, and several other 
remote regions. Subsidizing energy services to isolated areas might be a great reason 
for a federal initiative—but the grant program is completely unnecessary. 

That’s because the Rural Utility Service, a division of the agriculture department, 
already administers a loan program that serves the exact same purpose, only more 
effectively.8 All of the areas eligible for high energy cost grants are also eligible for 
electricity loans. President Barack Obama, like his Republican predecessor, has 
pushed to terminate the duplicative grant program, arguing that the loan program 
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is a more inclusive and cost-effective way to achieve the same end.9 And yet the 
grant program continues to find funding in every appropriations bill.

Even when a new program is necessary, some approaches are better than others. 
A grant program might make sense in one scenario, while a loan program works 
better in another. Sometimes tackling a problem through a spending program isn’t 
as effective as a regulatory or tax approach.10 

Insufficient evidence

Even the most promising ideas are often flawed, based on a fundamental misun-
derstanding about how the world works. Yet time and again we see new govern-
ment programs sprout from little more than policymakers’ hunches, with no real 
evidence they’ll actually work. Funding decisions for new initiatives are often 
based more on political suitability than whether they will actually work. 

Fundamental questions are often absent from the decision-making process, such 
as whether the program has been implemented at a smaller scale and how it fared.

Consider the Department of Homeland Security’s multi-billion dollar SBInet, 
the technology component of the government’s Secure Border Initiative. The 
idea was to erect a “virtual fence” along the nation’s southwestern border, 
equipped with state-of-the-art surveillance cameras, radar systems, sensors, and 
centralized command systems. 

It sounded great, but it didn’t take long for problems to arise. Daytime human 
detection cameras were effective at just half of the required distance. Laser range 
finders had an effective range of less than two kilometers, far below the required 
ten kilometers. The date of deployment was pushed back by seven years. The costs 
more than doubled. From March 2008 to July 2009, federal auditors found more 
than 1,300 defects in the SBInet system, with new problems being discovered at a 
faster rate than repairs could be made.11 

The bottom line: This new technology was being rushed into implementation 
without being fully tested on the smaller scale.12 Many of these issues stem from 
an aggressive political push to get the overall SBI program up and running.13 
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In January 2010, DHS Secretary Janet Napolitano froze funding for an expansion 
of the struggling project, and two months later diverted $50 million in stimulus 
funds slated for SBInet to more reliable border security tools.14 After an invest-
ment of over $1 billion, the program was effectively halted, with little to show for 
it. The administration formally terminated this program in January 2011.15

Poor implementation planning

According to our survey of federal senior executives, unrealistic costs and 
timelines are the biggest culprits leading to the failure of policy initiatives.16 
Proponents are often so wrapped up in the political process that they skip 
through crucial implementation considerations in the design phase. 

That leads to a host of problems. Timelines become unreasonable. Necessary staff 
and information technology structures are not put in place. There’s no concrete 
strategy for delivering services or mitigating major risks. The level of interest from 
consumers and other key stakeholders is insufficiently gauged. The program is set 
up to fall apart.

The ramp-up to the 2010 Census is a portrait of failing to design for implementa-
tion. The Census Bureau in 2006 initiated the Field Data Collection Automation 
program to develop more than 525,000 handheld computers for temporary data 
collection workers. In all, the bureau estimated it would save $445 million com-
pared to the pencil-and-paper method used in 2000.17

Management and implementation problems surfaced soon after the program 
began. Federal auditors in 2008 warned that the bureau had not “implemented 
the full set of acquisition management capabilities” necessary to manage the 
program, such as developing baseline requirements and acquisition plans.18 It 
soon became clear that key risks—such as device malfunctions in the field—
had not been planned for, and a plan had not been developed for measuring the 
devices’ performance.19

The failure to design for implementation foreshadowed a cascade of operational 
problems: Costs increased, deadlines went unmet, and developers failed to 
deliver fully operational handhelds. The Census Bureau ultimately decided to 
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return to pencils and paper, using a fraction of the handhelds originally planned, 
and only to update address information.20 According to federal auditors, it was 
mismanagement and lack of planning—not technological issues— that caused 
the program’s demise.21 

The wrong incentives

Almost all government programs alter behavioral incentives. A grant program 
does so directly; a regulatory measure often does so indirectly. When the incen-
tive system embedded in a program is well thought-out, you get the behavior 
change you want. When you don’t understand all incentives created by a program, 
you leave the initiative vulnerable to deception or “gaming.”

New programs are particularly prone to such gaming because designers often fail 
to imagine all the creative ways the program might be scammed. It’s important not 
to underestimate the ingenuity of everyday people, especially when it comes to 
exploiting flaws in a potentially lucrative system.

Consider the Immigration Reform and Control Act, which Congress passed in 
1986. The law established sanctions against employers who hire unauthorized 
workers and legalized different categories of undocumented workers. Numerous 
compromises were required to secure final passage of the law, and one of these 
compromises resulted in a fatal design flaw. 

The law required employers to collect eligibility documents from every new hire. 
It did not, however, require that the employer verify the identity of the person 
presenting the documents. This sparked an underground market in counterfeit 
papers enabling undocumented immigrants to secure employment with false 
or stolen documents.22 Employers were rarely exposed to sanctions for hiring 
undocumented immigrants as long as the papers appeared valid.  

 So the mechanism designed to hold employers accountable for hiring autho-
rized workers—sanctions for failure to collect eligibility documentation—did 
not align with the program’s goal of actually preventing the hiring of such work-
ers. It also inspired undocumented immigrants to commit fraud by using fake 
documents. The failure of this law, along with numerous other flaws in the legis-
lation,23 has left us with a broken system 25 years later in which undocumented 
workers are 5 percent of the nation’s labor force.24
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Insufficient performance assessment and refinement

Part of designing a successful program is embedding within it a way to know 
whether it’s actually successful in solving the problem it is designed to address. 
But all too often program proponents don’t think about what data is needed to 
monitor success. And they are so convinced that their program is bound to suc-
ceed that they don’t build in a strategy to learn from experience, or shut down the 
program if it proves unsuccessful. 

The best businesses are committed to constantly improving their products but few 
government programs act that way. As a result, programs that are working poorly 
become part of the landscape. 

The No Child Left Behind Act of 2001 is a recent example of the “performance 
assessment” problem. The bipartisan and popular law was sold as a way to improve 
education through tougher accountability standards. The law required states not 
only to introduce testing but also to make progress toward attaining student profi-
ciency. But each state was left to determine what “proficiency” meant.

The theme of “accountability for results” was clear, but how to measure those 
results wasn’t. States defined their own benchmarks, resulting in massive incon-
sistencies in implementation and reporting across the country. “[The designers of 
NCLB] were very, very loose about what the goals were, what the goalposts were, 
the benchmarks,” said Education Secretary Arne Duncan in a 2009 interview. 

“Fifty states did their own thing. That didn’t make sense to me.”25

This fragmentation has made it difficult to assess the impact of the NCLB 
law across states, despite a wealth of new data on educational performance. 
Researchers can study the law’s effect in individual states, but even that data can 
be unreliable at times.26 Surely the new standards imposed by the NCLB law have 
done some good, but educational performance in the United States remains far 
short of NCLB’s initial promises.27

Why don’t government programs avoid these pitfalls? 

One particularly troubling issue is that these design flaws are well understood 
by people who develop and study government programs, and yet the flaws recur. 
Practically everyone we consulted—agency officials, Hill staffers, state govern-
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ment managers, academics, Government Accountability Office watchdogs, and 
new government recruits—agreed on the main causes of program failure, and 
agreed that these problems were endemic. 

So if it’s relatively easy to understand the problems to avoid, why don’t decision 
makers focus on them at the critical points of program design and adoption? 
Surely it would make sense to question whether cost estimates are accurate before 
appropriating money, or whether an initiative has been successfully piloted at a 
small scale before giving it a national green light. If decision makers want pro-
grams to succeed, why don’t they always ask these questions? 

We believe there are two main reasons government so often fails to avoid 
program design pitfalls. 

First, program proponents often strongly believe that their idea will succeed. Instead 
of spending their time testing and honing the idea to ensure that its chances of suc-
cess are high, they spend their time persuading others to go along with it. 

Second, proponents tend to focus on the politics and perception of a new idea, 
rather than on less glamorous questions of whether the program is likely to work 
or whether it is ready to be implemented. They focus on which stakeholder group 
might back the idea, how it will play with the media and voters, and what effect 
it could have on future political contests. These considerations naturally lead to 
compromises, and ideas get amended to increase political support. The changes, 
however, are rarely about making the idea more effective when implemented, but 
about luring the support of powerful players. 

The problem, then, is that our program-making process focuses primarily on 
politics, and only secondarily on substantial policy questions. Questions of imple-
mentability sometimes seem entirely absent from the process. 

Why is this? Part of the reason is the short time horizon of public officials. It can 
take years to determine whether a new idea has worked, and by then the political 
focus may have moved on. The senior official who championed the initiative has 
often moved on before her pet project was fully implemented. The congressman 
who backed the program on its passage through the legislative branch has since 
had his attention diverted by a multitude of political issues. By the time the suc-
cess or failure of the program is apparent, its design may well be a distant memory 
in the minds of the people who designed and debated it. 
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So how can we overcome this problem? The rest of this paper is devoted to explor-
ing our recommended solutions: A checklist-inspired series of tools that require 
proponents of new programs to ask the right questions at the right time. 

Our “Design for Success” tools are intended to be used before new government 
programs are launched. The next section relates how we developed the tool and 
describes it in detail. 

The section after that presents an adapted version of these tools that can be used to 
evaluate existing programs. We call these the “Reviewing What Works” tools, and 
outline a process for their use that will help government to distinguish between 
effective programs and those that need reform. 
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A checklist-inspired solution:  
The Design for Success tools

In the 2009 book, The Checklist Manifesto: How to Get Things Right, author and 
physician Atul Gawande reveals the power of simple checklists in preventing 
systemic failures. For example, a five-point medical checklist implemented in 
2001 virtually eradicated infections in patients with central intravenous lines in 
the intensive care unit at The Johns Hopkins Hospital in Baltimore. A checklist 
designed by a Southern California investment firm required decision makers to 
consider 70 common pitfalls of bad investments, such as forgetting to consider 
the impact of “boom” conditions when reading a company’s revenues report. 
After a year of running down that checklist before every investment decision, 
Gawande reports the firm’s investments were up 160 percent on average, with-
out a single avoidable mistake. 

Gawande argues that the checklist model can be expanded to many high-stakes 
professions and activities: “We don’t study failures in teaching, in law, in govern-
ment programs, in the financial industry, or elsewhere,” he writes. “We don’t look 
for the patterns of our recurrent mistakes or devise and refine potential solutions 
for them. But we could, and that is the ultimate point.”28

Gawande’s thesis was a starting point for this project. Could a checklist-type pro-
cess be used to gauge a government program’s likelihood of success? Could it be 
implemented in a way that ensured proponents and other officials prevented the 
all-too-common design flaws that plague government programs? 

Our approach

An effective checklist has two components: A list of well designed questions, and 
a process for how and when to ask them. Sounds easy. But devising a good check-
list is not easy. It must capture the complex causes of program failure while being 
simple enough to be useful and easy to use. 
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We took a consultative approach to this problem, and over six months enlisted the 
feedback of around 200 experts, to make sure we were asking the right questions 
and recommending a sensible process. 

Our first step was to convene a brainstorming session with about 60 govern-
ment performance experts, including program staff from agencies, public policy 
researchers, and state and local government officials. We asked them to design 
from scratch a checklist that could be used to gauge a proposed new program’s 
likelihood of success. 

The initial session left us with an initial draft of the questions our tool would need 
to ask. But there were conflicting opinions about how to design the questionnaire 
itself. So we designed three prototypes, each with a distinct format. 

The first included 25 questions, each asking for concise narrative responses. The 
second design collapsed those questions into 10 broader topics, but asked for 
longer-form responses. The third included a way to assess the program’s likelihood 
of success in each category. 

With these three options on the table, we held seven smaller workshops, asking 
each expert group which tool worked best, why, and whether we had left any 
important questions unasked. They suggested we should have a detailed question-
naire for proponents of new programs, and also a shorter one for neutral parties 
to assess the likely success of a program idea. They also gave us extensive feedback 
on the drafting of individual questions. 

Among participants in these follow-up workshops were budget examiners from 
Office of Management and Budget, agency staff responsible for designing and 
monitoring programs, academic experts, and people who implement federal pro-
grams at the state level. We also sought input from congressional staffers, oversight 
experts at the Government Accountability Office, and Presidential Management 
Fellows, who are promising new managerial recruits to the federal workforce.

After that workshop round we designed near-final drafts of the tools, and circu-
lated them again to around 25 of our experts for a final round of comments—and 
a final round of revisions. The Design for Success tools we present in this report 
are the product of this process. 



20 center for American progress | the secret to programs that Work

The Design for Success tools

The Design for Success tools (see thumbnail images, and the appendices for the 
complete prototypes) are a series of questionnaires and checklists that seek to 
flesh out the five common design flaws described in the first section of this paper. 
Accordingly, the tools ask respondents to answer questions covering five key com-
ponents of successful programs:

Approach
The first set of questions is about whether the program under consideration takes 
the right approach to address the problem. Is it possible to expand or modify an 
existing program? Are there more cost-effective ways to address this need?

Effectiveness
Next, the respondent is asked to show evidence that a program is likely to 
successfully address the problem. Has it been successfully implemented 
elsewhere? Has there been a rigorous evaluation of its impact? 

Incentives
As we have seen, program designers often fail to think through the incentives their 
new programs and policies establish. A key question in this section of the tool is 
whether the program design minimizes the risks of someone “gaming the system.”

Implementation
Architects of new programs often pay too little attention to the nuts and bolts of 
implementation. This section probes whether designers have thought through 
operational issues such as administration plans, human resources capacity, and 
information technology infrastructure. 

Monitoring and rethinking 
Good programs learn—and improve—as they move forward. In this section 
we ask whether program designers have defined clear indicators of success, and 
whether there exists a plan for collecting timely and accurate performance data. 

Design for Success Program Checklist
A. Are the goals clear and the cost estimates accurate?

1. Clear understanding of the problem in measurable terms 
2. Clear goals expressed as outcomes over a defined time scale 
3. Accurate cost estimates 
4. Sufficient funds to achieve goals 

B. Is this the right approach?

5. Fills a clear gap in current government services 
6. Cannot achieve goals through expansion or modification of existing programs 
7. Little duplication or overlap with current federal programs 
8. Reasonable conclusion that this approach is the best option 
9. Reasonable total cost for expected outcomes compared to alternatives 

C. Why will the program work?

10. Reasonable expectation that key stakeholders will alter their ways of working or behavior 
11. Professional, independent research indicates approach will work 
12. Program expands on what worked on the smaller scale, or plan to test before rolling out on the large scale 

D. Does the program establish the right incentives? 

13. Establishes clear incentives that are aligned with program goals 
14. Beneficiaries reasonably expected to change behavior 
15. Beneficiaries have been consulted and indicate that the program is likely to work 
16. Strong understanding of areas most prone to gaming, and risks mitigated in program design 

E. How will the program be implemented? 

17. Reasonable timeline for program rollout 
18. Implementers have bought into the program and are prepared to carry it out 
19. Sufficient plan for hiring, training, and IT development 
20. Reasonable procurement strategy and sufficient staff to negotiate and manage contracts 
21. Design takes into account views from key outside stakeholders 
22. Clear strategy for minimizing impact on negatively affected parties 
23. Reasonable effort to minimize unintended consequences 
24. Strong risk-mitigation strategy in place 

F. How will you monitor success and rethink the approach? 

25. Key indicators of success identified for each goal 
26. Clear plan for collecting timely, accurate data that reflects outcomes 
27. Takes advantage of existing data systems where possible 
28. Coordinates data collection with other programs where possible 
29. Reasonable plan for rethinking approach 
30. Low sunk costs 
31. Can be quickly phased out or terminated if deemed ineffective or no longer necessary 

Design for Success Executive Tool—Program Assessment
Description

For this tool, an interagency panel assesses the proposed program’s likelihood of success if implemented. The panel probes the agency on the contents of the Program 
Details tool and validates the information on it. The panel then assesses each key success factor on a scale of 1-10 (where 1 is very weak and 10 is very strong) and provides a 
brief explanation of each assessment. The agency in charge of implementing the proposed program then submits the completed Program Assessment tool and the validated 
Program Details tool to OMB as part of its annual budget request. This information accompanies the program proposal throughout the budget and appropriations process.

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Policy area:                     Interagency panel:                 Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale.  
Be clear about what the program will do for the American people, not simply its expected outputs and expenditures.

3. What will be the program’s startup costs?

What will be the program’s recurring annual costs? 

$                              

$                               

4. How do you know that the cost estimates are as accurate as possible for the structure and lifespan of the program? Explain how you came up 
with this estimate, and why you think the amount is enough to carry out the program’s objectives. If possible, provide the error range or confidence 
interval for these cost estimates.

B. Policy approach

5. Is this the right approach? 

Very weak Weak Neither weak nor strong Strong Very strong

Weak approach
No clear need for a new program; high duplication/overlap with current federal 
programs; unclear reasons behind specific policy approach; little consideration of 
alternative approaches; excessive costs for the expected outcomes compared to 
alternatives

Strong approach
Fills a clear gap in current government services; cannot achieve goals through expan-
sion or modification of existing programs; little duplication or overlap current federal 
programs; reasonable conclusion that this approach is the best option; reasonable 
total cost for expected outcomes compared to alternatives

Reasons for assessment

6. Why will the program work?

Very weak Weak Neither weak nor strong Strong Very strong

Weak evidence
Unreasonable expectation that key stakeholders will alter their ways of working 
or behavior; similar programs never implemented elsewhere; research on the 
approach either unavailable or concludes it is ineffective; no plan to test the pro-
gram before rolling out on the large scale/expanding on the model too quickly

Strong evidence
Reasonable expectation that key stakeholders will alter their ways of working 
or behavior; professional, independent research indicates approach will work; 
program expands on what worked on the smaller scale/plan to test before rolling 
out on the large scale

Design for Success Executive Tool—Program Details
Description

This tool is intended for new spending programs that are created in the executive branch and normally funded through the annual budget and appropriations 
process. For this tool, proponents of a program (i.e. agency staff ) respond to each question in clear, concise narrative (approximately 200 words per response), with 
the opportunity to attach additional details as appendices. An interagency panel on the specific policy area considers the information in this form to assess the 
program’s likelihood of success in the Program Assessment Tool.

Program name:                                          Reference #:                    

Agency:                                          Bureau:                         

Author:                     Approved by:                 Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale.  
Be clear about what the program will do for the American people, not simply its expected outputs and expenditures.

3. What will be the program’s startup costs to the federal government? 

What will be the recurring annual costs to the federal government? 

$                              

$                               

4. How do you know that the cost estimates are as accurate as possible for the structure and lifespan of the program? Explain how you came up 
with this estimate, and why you think the amount is enough to carry out the program’s objectives. If possible, provide the error range or confidence 
interval for these cost estimates.

B. Policy approach

5. Is this the right approach? 

5A. Explain why there needs to be a new program to address this problem. Explain why the private sector, states, or local governments can’t address 
the problem without a federal program. Why can’t it be addressed by expanding or modifying an existing program (either within the agency, in 
other agencies, or other levels of government), or through a regulatory or tax approach? 



A checklist-inspired solution: the Design for success tools | www.americanprogress.org 21

The Design for Success process

Process matters a great deal in government. For that reason, we spent almost as 
much time working with our expert community on how to best fit these tools into 
the program-creation process as we did designing the tools themselves. 

Our first hurdle was to recognize and account for the fact that programs emerge 
from both the legislative and executive branches of government. The processes for 
the adoption of new programs in each branch are different, and so our tools need 
to be deployed in different ways.

Executive branch agencies normally devise new ideas for spending programs 
where they already have legal authority from Congress. Ideas often originate from 
bureaus in agencies. Central teams coordinate processes to decide which ones the 
secretary should back. Agencies then put forward their preferred ideas to OMB 
seeking inclusion in the president’s budget. OMB decides which ones to include, 
and Congress makes final decisions in the appropriations process. 

In many cases, however, it’s the legislature that decrees programs into being. 
When this happens, the proponent of the program is typically a lawmaker who 
conceives of a government initiative, drafts legislation, and guides it through the 
legislative deliberation and hearing process until it is enacted by both houses. 

While we have developed slightly different tools depending on whether the pro-
gram originates in the executive or legislative branch, the process we recommend 
for implementing them follows the same basic steps: 

6. Why will the program work?

Very weak Weak Neither weak nor strong Strong Very strong

Weak evidence
Unreasonable expectation that key stakeholders will alter their ways of working 
or behavior; similar programs never implemented elsewhere; research on the 
approach either unavailable or concludes it is ineffective; no plan to test the pro-
gram before rolling out on the large scale/expanding on the model too quickly

Strong evidence
Reasonable expectation that key stakeholders will alter their ways of working 
or behavior; professional, independent research indicates approach will work; 
program expands on what worked on the smaller scale/plan to test before rolling 
out on the large scale

Excerpt from the Design for Success: Program Assessment Tool
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STEP 1: The proponent uses the “program checklist” to design an initiative
The chief architect of the proposed program and her colleagues use the simple 
checklist as a guide to good program design. (See Appendix 1)

STEP 2: The proponent completes the “program details” questionnaire
When the program is designed, the proponent fills out a form that probes the five 
key components of a successful program described above. (See Appendices 2 and 3)

STEP 3: A neutral party completes the “program assessment” questionnaire 
The “program details” form is then submitted to a neutral party, which reviews 
it and completes a corresponding “program assessment” form that captures a 
judgment about the likely success of a new program. For programs designed in the 
executive branch, the neutral party might be an interagency panel, such as those 
already in place to work on multidisciplinary problems like homelessness and 
obesity. (See box above) For legislative programs, the neutral party could be a leg-
islative committee or independent review body such as the Congressional Budget 
Office. (See Appendices 2 and 3)

STEP 4: Decision makers use the information on both questionnaires to 
guide their scrutiny 
Lawmakers (and their staff) and executive branch managers review the program 
detail and program assessment forms. As the proposal advances in legislative hear-
ings or policy-development meetings, decision makers will use this information to 
highlight areas of weakness and prompt program designers to make changes that 
maximize the idea’s chances of success. 

The Design for Success process proposes that interagency panels organized around 

policy areas serve as “neutral evaluators” of executive branch program design.

The U.S. Interagency Council on Homelessness is a good model for such a panel. This 

council coordinates the administration’s work on homelessness and has developed 

interagency goals. It is chaired by a cabinet secretary, and has broad cabinet-level 

membership. Its work also brings together experts from across the administration 

with those outside government. 

Interagency panels

“When I was designing 

a program last year,  

I wished I had a list of 

questions like this to 

ensure that I thought 

about everything 

important.” 

– Federal agency  
program manager
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Of course, the journey described above is only part of the process that determines 
whether a program goes ahead. Policymakers should always consider the political 
attractiveness and urgency of a new idea. But we believe more effective programs 
will emerge from a process that also prompts program designers, evaluators, and 
decision makers to work through questions that are predictive of likely success. 

The figure below shows a simplified depiction of how the Design for Success tools 
would be incorporated into the existing program-creation process. 

Program
Details

Program
Checklist

Program
Assessment

Step 1

Member comes up with 
an idea and uses the 

Program Checklist tool to 
help design program

Step 2

Member drafts legislation 
and fills out the Program 

Details tool

Step 3

Independent body reviews  
the Program Details tool  
and fills out the Program 

Assessment tool

Step 4

Decision makers in the 
committee and the rest of 

Congress use the information  
to guide their scrutiny

Design for Success—legislative process

Program
Details

Program
Checklist

Program
Assessment

Step 1

Agency staffer develops  
idea using Program Checklist 

tool for assistance

Step 2

Agency staffer develops a 
program proposal and fills out 

the Program Details tool

Step 3

Interagency panel reviews 
the proposal and fills out the 

Program Assessment tool

Step 4

Decision makers in agency,  
OMB, and in Congress use  
the information to guide  

their scrutiny

Design for Success—executive process
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Appendices 2 and 3 include a more detailed discussion of exactly how these tools 
would be implemented in the legislative and executive branch scenarios. 

What about new nonspending programs?

The tools and process presented above are designed for new spending initiatives, 
so they will not work as designed for nonspending programs such as regulatory or 
tax initiatives. 

Many regulations carry little direct cost for government, and instead impose a 
cost on the people or businesses affected by the rules. The process of regulatory 
impact analysis that is already carried out in the executive branch focuses on the 
costs and benefits of new regulations.29 In that process agencies do consider many 
of the questions we think are important for the success of new initiatives, such 
as whether alternatives have already been considered. But the existing impact 
analysis omits other important questions, such as whether offices responsible for 
enforcement are sufficiently staffed. 

Appendix 4 of this paper includes an alternative form of our “program details” 
tool for regulatory proposals, designed to supplement the existing processes 
within government. 

Tax expenditures, commonly known as “tax breaks,” are government’s way of 
spending through the tax code, since tax breaks have the same net effect on the 
budget as direct spending. But Congress often approves new tax breaks without 
subjecting them to the same scrutiny as direct spending programs.

Appendix 5, therefore, includes a draft tool developed by CAP researchers for 
evaluating new tax expenditure programs that provide incentives or disincentives 
for certain activities (such as saving for retirement). It would not be completed 
where the objective of the provision was entirely tax related. The questionnaire 
prompts respondents to address performance and implementation areas such as 
goals, approach, costs, evidence, and incentives to fit these programs. 

In the next section, we discuss how to adapt the Design for Success tools to a 
more immediate problem, given our current fiscal state: How to evaluate the effec-
tiveness of existing programs. 
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The best way to attack a problem is to prevent it from occurring, which is why our 
Design for Success system naturally focuses on the design phase of new govern-
ment programs—particularly spending programs, where taxpayer dollars are most 
vulnerable to waste. 

But the experts we consulted urged us to develop a set of companion tools that 
could be deployed to evaluate the effectiveness of existing programs. With budgets 
inevitably tight for the foreseeable future, they said, Washington urgently needs a 
better way to distinguish the most effective programs from those in need of reform, 
or risk cutting good programs simply because they have less political support. 

We call these our “Reviewing What Works” tools. This section describes these 
questionnaires and how they can be incorporated into the federal government’s 
emerging performance management system. 

The problem

Congress and the executive branch have a long habit of layering new programs 
on top of existing ones. There are, for example, 110 funded programs on science, 
technology, and mathematics education across 14 departments. There are more 
than 100 programs that support youth mentoring across 13 agencies. 30

As the president’s fiscal commission recently reported: “The government will not 
be able to protect those in need or invest to achieve our nation’s long-term poten-
tial growth if Washington squanders taxpayer dollars on duplicative programs 
with no measurable results.”31 

The Obama administration has made some progress in this area. It has already 
identified $20 billion in savings by reforming programs that were duplicative or 

Reviewing What Works:  
Tools for existing programs
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poorly performing. Congress has backed the administration on about 60 percent 
of the proposed savings, but these sums amount to just one-half of 1 percent of 
the federal discretionary budget. 

Moreover, the processes for evaluating which existing programs work and which 
don’t remain ad hoc. Congress requires all programs to collect performance infor-
mation under the Government Performance and Results Act, but the information 
is often of poor (if voluminous) quality and there is scant evidence that agencies 
or budget officials use it to guide their decisions. 

As part of the budget cycle, the administration has asked agencies to identify 
their least effective programs. But there is no common process across agencies to 
do this, and there are strong incentives for agencies to present as “least effective” 
those programs with the most political support—because leaders are unlikely to 
change them.

There are at least five reasons why Washington finds it so hard to evaluate 
existing programs. 

First, even where programs are badly designed at the outset, they often become 
permanent because of pressure from the interest groups they benefit. 

Second, program managers have no incentives to evaluate the effectiveness of 
their programs, only to defend them. 

A third problem is that even where programs are being evaluated against 
initiative-specific goals, those goals may not be aligned with national priorities. 
Contributing to this ratcheting effect is the widely held view that any program 
that produces any benefit is worth keeping around, even if it’s inefficient. 

Fourth, there is a broader institutional issue: No one really “owns” the task of 
evaluating whether federal programs work. 

Finally, the political process rewards people who come up with new ideas, not fix 
old ones. Interest groups court new policies, and reward politicians who cham-
pion their ideas. That means Washington decision makers tend to channel their 
energies into developing new policies rather than fixing existing programs. 

“As president,  

I will go through 

the entire federal 

budget, page by 

page, line by line, 

and I will eliminate 

the programs that 

don’t work and aren’t 

needed. As for the 

programs we do need, 

I will make them work 

better and cost less.” 

– Sen. Barack Obama  
(D-IL), 2008 
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 Recent developments in federal performance management

The Office of Management and Budget under George W. Bush developed 
the Program Assessment Rating Tool, a process to systematically evaluate all 
federal programs. Known as PART, the initiative showed initial promise but 
ultimately proved unsuccessful and was recently abandoned by the Obama 
administration.32 

About a thousand government programs were subjected to PART scrutiny 
before it was discontinued. Under the process, OMB examiners rated programs 
for effectiveness based on agency answers to a list of 25 questions that focused 
on key aspects of good program design, such as whether there were clear out-
come goals.

So why didn’t this effort work? We think there are two key reasons. First, PART 
looked at each program on its own, which made it difficult to compare different 
programs across a policy area. The second key problem was that many agency 
officials felt that OMB examiners had too much power in deciding how a program 
fared under PART, that it was a process done to them rather than with them. Our 
Reviewing What Works tools and processes described below attempt to learn and 
build on the valuable PART experience.

There have been, since PART, important strides in federal performance manage-
ment. The Obama administration has adopted 128 High Priority Performance 
Goals that define the key priorities for each agency, such as improving high-school 
graduation rates and doubling renewable energy generating capacity. These prior-
ity goals set out, for the first time, a list of major goals for government.

There have also been promising developments on the Hill. Congress recently 
passed the Government Performance and Results Modernization Act of 2010, 
which was signed by the president in January. The act requires the executive branch 
to work with Congress to adopt outcome-based government-wide goals and issue 
regular progress reports. These requirements address the key weaknesses of the 
1993 Government Performance and Results Act, which has generated reams of 
program data, but little insight into outcomes. As a result, few programs have been 
using the information to enhance performance. 
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Solution: The Reviewing What Works process

Now that Congress and the administration have both required a set of goals for 
government, it becomes possible to evaluate programs against them. We believe 
that’s how a system of evaluating existing program effectiveness should proceed. 
We think it will avoid the problems that the PART process encountered. 

Consider for example the problem of homelessness. The administration has 
already adopted goals to end chronic homelessness and homelessness among 
veterans within five years, along with a commitment to end homelessness for 
youth, families, and children within 10 years.33 It’s now possible to evaluate the 
many programs that seek to reduce homelessness against their contribution to 
achieving these goals. 

Here’s how the Reviewing What Works tools would work across a policy area such 
as homelessness: 

STEP 1: Form interagency panels for policy areas
The federal government should create and staff interagency panels around policy 
areas. Where similar panels already exist, such as the ones for homelessness and 
obesity, the Reviewing What Works process should be added to their purview. 
The same interagency panels that function as the neutral party in the Design for 
Success context could be used in this process. 

STEP 2: Define common goals and compile inventories of programs 
The interagency panels should define common goals across a policy area and com-
pile an inventory of all government programs that contribute to these goals. That 
information gets included on a “policy strategy” form. 

STEP 3: Complete “program effectiveness” questionnaire 
Program managers answer a set of common questions on a “program 
effectiveness” questionnaire that helps identify whether the program works well. 

STEP 4: Evaluate 
Interagency panels review and assess “program effectiveness” responses on a 
separate “program evaluation” questionnaire. 

Reviewing What Works—Policy Strategy Tool
Description

This tool is the first step in the Reviewing What Works process to assess the relative effectiveness of existing programs. An interagency panel uses this tool to look across a 
policy area (such as homelessness) to identify the key outcome goals (such as ending homelessness among veterans in five years). The panel then compiles an inventory of 
all federal programs that seek to achieve those goals. One policy strategy tool should be completed for each policy area. For each program on this inventory the lead agency 
completes the program effectiveness tool. Once all those tools have been completed the interagency panel then considers each program relative to others and completes a 
program evaluation tool for each program.

Policy area:                                          Reference #:                    

Interagency panel name:                                          Date:                         

A. Performance goals

1. What are the administration’s priority goals in this policy area? Where appropriate, refer to high priority performance goals that have been 
adopted by agencies and are required by the GPRA Modernization Act of 2011. Include only goals that relate to what the program seeks to achieve 
for the American people—not expected outputs or expenditures. Set out for each goal the current level of performance, the targeted performance 
level, and the deadline. Do not list more than five goals across a policy area. 

High priority performance goal/other goal #1:                                                
Current level of performance:                                                       
Targeted performance level:                                                       
Deadline:                                                                

High priority performance goal/other goal #2:                                                
Current level of performance:                                                       
Targeted performance level:                                                         
Deadline:                                                                

High priority performance goal/other goal #3:                                                  
Current level of performance:                                                       
Targeted performance level:                                                        
Deadline:                                                               

(List of goals continues as necessary to a maximum of five…)

B. Inventory of current programs

2. List the current programs that aim to achieve the goals above. For each program, provide the agency, bureau, description, and annual budget. List 
the programs in order of size of budget.

Program A name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program B name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program C name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program D name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                

Budget (for the current year and the previous three years):                                                                

(List of programs continues as necessary…)

Reviewing What Works Tool—Program Evaluation 
Description

This tool is the third step in the Reviewing What Works process to assess the relative effectiveness of existing programs. An interagency panel uses this tool to evaluate the 
program’s effectiveness compared to other programs in the same policy area (such as reducing homelessness). The panel evaluates each program listed on the policy strat-
egy tool, probing individual program managers on the contents of the program effectiveness tool. The panel then assesses each key effectiveness factor on a scale of 1-10 
(where 1 is very weak and 10 is very strong), and provides a brief explanation of each assessment. One program evaluation tool should be completed for each program on 
the policy area’s policy strategy tool. The final program evaluation tool, the validated program effectiveness tool, and the completed policy strategy tool are submitted to the 
relevant agency, the OMB, and Congress for consideration during the annual budget and appropriations process. 

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Policy area:                     Interagency panel:                 Date:                        

A. Program description and goals

1. Describe the program and when it launched. 

2. What has the program’s annual costs for federal government been for the last four years?

3. Lay out specific policy outcome goals (such as ending homelessness among veterans in five years) that the program is contributing to, referring to 
the information on the Policy Strategy tool.

4. Are there any other outcome goals that the program seeks to accomplish? If so, list them briefly. Include only goals that relate to what the 
program is seeking to achieve for the American people. Do not include expected outputs or expenditures.  

B. Program performance

5. Is the program working?

Very weak Weak Neither weak nor strong Strong Very strong

Weak program performance
Unsuccessfully seeks to alter ways of working or behavior of stakeholders or 
beneficiaries; no evidence that the program is effective, or that the program 
contributes to observed outcomes; no independent evaluation of the program’s 
impact, or research shows no positive effect

Strong program performance
Successfully alters ways of working or behavior of stakeholders or beneficiaries; reli-
able evidence the program is contributing to observed outcomes; impact validated 
by rigorous independent evaluation

Reasons for evaluation

Reviewing What Works—Program Effectiveness Tool
Description

This tool is the second step in the Reviewing What Works process to assess the relative effectiveness of existing programs. Program managers use this tool to report on the 
effectiveness of their program and its contribution to common goals across a policy area (such as reducing homelessness). They should respond to the questions in clear, 
concise narrative (roughly 200 words per response) and attach additional details as appendices. One program effectiveness tool should be completed for each program on 
the policy area’s policy strategy tool. An interagency panel on the specific policy area considers the information in this form to assess the program’s effectiveness relative to 
other federal programs in that area.

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Author:                     Approved by:                 Date:                        

A. Program description and goals

1. Describe the program and when it was launched. 

2. What have the program’s annual costs for federal government been for the last four years?

3. Lay out specific policy outcome goals (such as ending homelessness among veterans in five years) the program is contributing to, referring to the 
information on the policy strategy tool. 

4. Are there any other outcome goals the program seeks to accomplish? If so, list them briefly. Include only goals that relate to what the program is 
seeking to achieve for the American people. Do not include expected outputs or expenditures.       

B. Program performance

5. Is the program working?

5A. Describe in brief how the program works. How does it seek to alter the ways of working or behavior of stakeholders or beneficiaries to achieve 
the outcome goals above? 

5B. What evidence do you have that the program is effective at achieving the goals above? If possible, describe the precise contribution you believe 
that the program has made to the outcomes (e.g., reduced chronic homelessness by 2,500 across 17 states) and over what time period.
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STEP 5: Make informed decisions 
Once all the programs across a policy area have been evaluated, the final ver-
sions of all three tools for each program—“policy strategy,” “program effective-
ness,” and “program evaluation”—collectively inform decisions by executive and 
legislative branch officials about whether to continue, expand, reform, or end 
individual initiatives. (See Appendix 6 for the three tools)

This process is designed to address the shortcomings of the PART experience. 
In particular, we have been careful to ensure that interagency panels rather than 
OMB examiners assess the likely success of a new program. 

Our approach looks at sets of programs across policy areas. We think that the 
effectiveness of existing programs requires an assessment of their contribution to 
a broad set of goals. This builds on the Obama administration’s approach of setting 
High Priority Performance Goals for agencies.

Now that we’ve described how the process works, let’s take a closer look at the 
kinds of questions the Reviewing What Works tools prompt officials to answer. 

Policy
Strategy

Program
Evaluation

Program
Effectiveness

Step 1

Form an interagency 
panel for a policy area 

(such as homelessness)

Step 2

Interagency panel  
defines goals across 

the policy area and lists 
programs using the  
Policy Strategy tool

Step 3

Program managers  
fill out the Program 

Effectiveness tool for  
each program

Step 4

Interagency panel 
considers all Program 

Effectiveness tools 
and fills out Program 
Evaluation tools for  

each program

Step 5

Decision makers in 
executive and legislative 

branch use information to 
decide which programs 

merit expansion, reform, 
or elimination

Reviewing What Works—the process
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The Reviewing What Works questions

We believe the questions for the Reviewing What Works tools should follow a 
similar format to the Design for Success tools. Our objective was to develop a set 
of questions that assessed the relative effectiveness of programs against the goals 
of government in a particular policy area. For each program, the Reviewing What 
Works tools ask questions in five areas: 

Impact
We start by asking what impact the program is having on government goals in 
across the policy area. For example, what impact is a homelessness program hav-
ing in reducing chronic homelessness? 

Collaboration 
How does the program interact with other initiatives? Is it duplicative of other 
efforts? Does it maximize the collective impact of similar programs? 

Benchmarking 
This section assesses the costs and outcomes of the program against “benchmark” 
indicators of similar initiatives. A good program is one that can demonstrate better 
outcomes or lower costs than other programs with similar goals. 

Operational excellence
This section probes whether the program is well run. Have there been delays or 
cost overruns? Have stakeholders in state and local governments worked to sup-
port the program or obstruct it? 

Adaptability
Finally, the questionnaire asks whether the program under evaluation has sought 
to learn from the experience—such as whether there are regular assessments of 
the program’s progress toward achieving its goals. 

These questions should lead respondents to paint a detailed picture of an existing 
program’s effectiveness. To be sure, program managers may find some questions 
challenging to answer and try to avoid the most difficult ones. 

That’s why our proposed process works by evaluating programs across policy areas 
and against a common set of goals. And that’s why the evaluation is led by inter-
agency panels with expertise of the policy area drawn from across government. 
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Many participants will be program managers from other agencies. We believe that 
this process will create strong incentives for program managers to answer ques-
tions to the best of their abilities. 

A time to act

As Washington budgets tighten, there’s a risk that decisions about which programs 
to back and which ones to cut will be made with little understanding about which 
programs actually work. That’s why there’s an urgent need now to review the effec-
tiveness of existing programs.

The Reviewing What Works tools and process provide a way forward. The pro-
cesses are rooted in the new performance management framework emerging in 
both the Obama White House and in Congress. 

But it won’t be easy. Critics will complain that program managers should be 
focused on running programs, not answering questions about whether their 
programs work. But we have heard time and time again over the course of this 
project: We can no longer defer proper consideration of which programs are most 
and least effective. The time to act is now.
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The central idea in this report is that there should be more prominent consider-
ation during the design phase of whether a new government program is likely 
to work. We have also identified an urgent need for a formal system to evaluate 
which existing programs work and which do not. 

To that end, we have designed a series of tools that would underpin new processes 
in the executive and legislative branch. 

These are simple ideas, and the problems that we are trying to tackle are not new. 
Indeed, our Design for Success and Reviewing What Works tools ask fairly simple 
questions. And yet political considerations in both the legislative and executive 
branch context tend to squeeze out questions of effectiveness and impact. 

And so these questions don’t get the prominence they deserve, either before or 
after programs are launched.

So what needs to happen to turn the ideas in this report into a reality? One of the 
hallmarks of a successful initiative is that it should be tried out before it is rolled 
out at any significant scale. For that reason, we believe that the processes and 
tools set out in this report should be tested on a small scale before any wide-
spread adoption. 

In the executive branch, the processes for new and existing program might be 
piloted across three or four policy areas. In Congress, a handful of committees 
might implement a version of the tools and monitor the impact they have on the 
decision-making process.

States would also be fertile testing grounds. More than half of U.S. states will 
swear in a new governor in 2011, and most governors are working with histori-
cally tight budgets in the coming years. The tools in this report would help them 
evaluate the relative effectiveness of existing programs, and determine which new 
program ideas are most likely to succeed. 

Conclusion
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Appendix 1
Design for Success: A checklist



Design for Success Program Checklist
A. Are the goals clear and the cost estimates accurate?

1. Clear understanding of the problem in measurable terms 
2. Clear goals expressed as outcomes over a defined time scale 
3. Accurate cost estimates 
4. Sufficient funds to achieve goals 

B. Is this the right approach?

5. Fills a clear gap in current government services 
6. Cannot achieve goals through expansion or modification of existing programs 
7. Little duplication or overlap with current federal programs 
8. Reasonable conclusion that this approach is the best option 
9. Reasonable total cost for expected outcomes compared to alternatives 

C. Why will the program work?

10. Reasonable expectation that key stakeholders will alter their ways of working or behavior 
11. Professional, independent research indicates approach will work 
12. Program expands on what worked on the smaller scale, or plan to test before rolling out on the large scale 

D. Does the program establish the right incentives? 

13. Establishes clear incentives that are aligned with program goals 
14. Beneficiaries reasonably expected to change behavior 
15. Beneficiaries have been consulted and indicate that the program is likely to work 
16. Strong understanding of areas most prone to gaming, and risks mitigated in program design 

E. How will the program be implemented? 

17. Reasonable timeline for program rollout 
18. Implementers have bought into the program and are prepared to carry it out 
19. Sufficient plan for hiring, training, and IT development 
20. Reasonable procurement strategy and sufficient staff to negotiate and manage contracts 
21. Design takes into account views from key outside stakeholders 
22. Clear strategy for minimizing impact on negatively affected parties 
23. Reasonable effort to minimize unintended consequences 
24. Strong risk-mitigation strategy in place 

F. How will you monitor success and rethink the approach? 

25. Key indicators of success identified for each goal 
26. Clear plan for collecting timely, accurate data that reflects outcomes 
27. Takes advantage of existing data systems where possible 
28. Coordinates data collection with other programs where possible 
29. Reasonable plan for rethinking approach 
30. Low sunk costs 
31. Can be quickly phased out or terminated if deemed ineffective or no longer necessary 
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Appendix 2
Design for Success tools for the executive branch



Design for Success Executive Tool—Program Details
Description

This tool is intended for new spending programs that are created in the executive branch and normally funded through the annual budget and appropriations 
process. For this tool, proponents of a program respond to each question in clear, concise narrative (approximately 200 words per response), with the opportunity to 
attach additional details as appendices. An interagency panel on the specific policy area considers the information in this form to assess the program’s likelihood of 
success in the Program Assessment Tool.

Program name:                                          Reference #:                    

Agency:                                          Bureau:                         

Author:                     Approved by:                 Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale.  
Be clear about what the program will do for the American people, not simply its expected outputs and expenditures.

3. What will be the program’s startup costs to the federal government? 

What will be the recurring annual costs to the federal government? 

$                              

$                               

4. How do you know that the cost estimates are as accurate as possible for the structure and lifespan of the program? Explain how you came up 
with this estimate, and why you think the amount is enough to carry out the program’s objectives. If possible, provide the error range or confidence 
interval for these cost estimates.

B. Policy approach

5. Is this the right approach? 

5A. Explain why there needs to be a new program to address this problem. Explain why the private sector, states, or local governments can’t address 
the problem without a federal program. Why can’t it be addressed by expanding or modifying an existing program (either within the agency, in 
other agencies, or other levels of government), or through a regulatory or tax approach? 
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5B. What type of program is this (direct federal program, competitive or formula/block grant, voucher program, credit program, etc.)? Why did you 
choose this type of program? Discuss the alternative approaches that might achieve the same outcome, and why they were rejected. Why is this 
particular policy approach the best way to address the problem?  

5C. Describe any current federal programs (including those in other agencies) that are similar in design to the program or intend to achieve similar 
outcomes. How is your program different from existing ones? How will your program leverage, coordinate with, or replace these programs to 
prevent overlap and duplication?

5D. Explain why this is an efficient use of federal government funds. How do the cost estimates compare to alternative approaches, considering the 
likely impact? Have estimates of costs and impact associated with the program been independently validated? 

6. Why will the program work?

6A. How will the program achieve its outcomes? Describe which stakeholders need to alter their ways of working or behavior in order for the 
program to succeed, and why you believe they will do so. 

6B. What evidence suggests that this program is likely to achieve its outcome (academic research, GAO and other government reports, independent 
surveys, etc.)? How do you know this evidence is reliable? 
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6C. Has this program been implemented elsewhere (pilot programs, states, localities, other countries, etc.)? If so, describe the locations, 
effectiveness, and lessons learned. Have randomized control trials or similarly rigorous evaluations of impact been conducted? 

6D. If the program has not been implemented elsewhere, discuss how you plan to test the new idea. If this program has been implemented 
elsewhere, discuss how you know that you are expanding the model based on what has worked, and that it will succeed at the scale you propose. 

7. Does the program establish the right incentives? 

7A. Describe the incentive structure put in place to achieve the program’s goals. If the program tries to impact or change behavior, how will the 
targeted individuals be compelled to make that change? Have the expected beneficiaries of the program been consulted to determine that it will 
work from their perspective?

7B. Discuss any foreseeable ways to cheat the system. How does the program design address these risks, and how do you plan to minimize 
their occurrence?

C. Implementability

8. How will the program be implemented? 

8A. Briefly describe the expected timeline for implementing the program. Why do you think this timeline is realistic?
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8B. Discuss the extent to which the agency is ready to administer the program. How do you plan to secure the necessary staff (including 
management and program staff), skill base, and IT infrastructures?

8C. Who will be responsible for implementing the program at the state and/or local level? Have they been consulted, and are they committed to and 
prepared for the program?

8D. Identify groups that can positively and negatively affect the program’s success (other federal agencies, unions, interest groups, business groups, 
other stakeholders). Have these groups been consulted, and have their views been taken into account in the program design?

8E. Discuss the program’s expected procurement needs. Are the expected procurement costs realistic? Are the necessary contract staff and review 
structures in place to ensure that procurement costs are minimized and terms are closely monitored? 

8F. Describe the major risks for the program (such as possible occurrences that can impede success of the program) and where they come from. For 
each major risk, discuss the impact if it should occur, the probability of its occurrence, and mitigation strategies.
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8G. Do you foresee any negative effects of the program (for example, on people or firms)? If so, what are they? What are the possible unintended 
negative consequences of the program? How do you plan to minimize the adverse impact of these consequences? 

9. How will you monitor success and rethink the approach?

9A. List the key performance indicators through which you intend to track the program’s outcomes.

9B. Is the data you plan to collect an accurate and timely reflection of the program’s performance toward achieving the outcome? To the extent 
possible, are you coordinating data collection with other programs?

9C. Lay out the plan for evaluating the program’s progress toward achieving its goals. How often will performance assessments take place and to 
whom will progress be reported? How will you assess whether the program, and not other factors, is driving any observed changes in the problem? 
Will you be able to tweak your approach along the way as you learn what is and is not working? 

9D. Describe the plan put in place for rethinking, phasing out, or terminating the program if its progress is off course or no longer deemed necessary.
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Description

For this tool, an interagency panel assesses the proposed program’s likelihood of success if implemented. The panel probes the agency on the contents of the Program 
Details tool and validates the information on it. The panel then assesses each key success factor on a scale of 1-10 (where 1 is very weak and 10 is very strong) and provides a 
brief explanation of each assessment. The agency in charge of implementing the proposed program then submits the completed Program Assessment tool and the validated 
Program Details tool to OMB as part of its annual budget request. This information accompanies the program proposal throughout the budget and appropriations process.

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Policy area:                     Interagency panel:                 Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale.  
Be clear about what the program will do for the American people, not simply its expected outputs and expenditures.

3. What will be the program’s startup costs?

What will be the program’s recurring annual costs? 

$                              

$                               

4. How do you know that the cost estimates are as accurate as possible for the structure and lifespan of the program? Explain how you came up 
with this estimate, and why you think the amount is enough to carry out the program’s objectives. If possible, provide the error range or confidence 
interval for these cost estimates.

B. Policy approach

5. Is this the right approach? 

Very weak Weak Neither weak nor strong Strong Very strong

Weak approach
No clear need for a new program; high duplication/overlap with current federal 
programs; unclear reasons behind specific policy approach; little consideration of 
alternative approaches; excessive costs for the expected outcomes compared to 
alternatives

Strong approach
Fills a clear gap in current government services; cannot achieve goals through expan-
sion or modification of existing programs; little duplication or overlap current federal 
programs; reasonable conclusion that this approach is the best option; reasonable 
total cost for expected outcomes compared to alternatives

Reasons for assessment

6. Why will the program work?

Very weak Weak Neither weak nor strong Strong Very strong

Weak evidence
Unreasonable expectation that key stakeholders will alter their ways of working 
or behavior; similar programs never implemented elsewhere; research on the 
approach either unavailable or concludes it is ineffective; no plan to test the pro-
gram before rolling out on the large scale/expanding on the model too quickly

Strong evidence
Reasonable expectation that key stakeholders will alter their ways of working 
or behavior; professional, independent research indicates approach will work; 
program expands on what worked on the smaller scale/plan to test before rolling 
out on the large scale
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Reasons for assessment

7. Does the program establish the right incentives?

Very weak Weak Neither weak nor strong Strong Very strong

Weak incentive system
Incentives are unclear or not aligned with program goals; program will not 
reasonably compel beneficiaries to change behavior; beneficiaries not consulted 
to determine that the program is likely to work; foreseeable ways to cheat the 
system not addressed in program design

Strong incentive system
Establishes clear incentives that are aligned with program goals; beneficiaries reason-
ably expected to change behavior; beneficiaries have been consulted and indicate 
that the program is likely to work; strong understanding of areas most prone to gam-
ing and risks mitigated in program design

Reasons for assessment

C. Implementability

8. How will the program be implemented?

Very weak Weak Neither weak nor strong Strong Very strong

Weak implementation plan
Unreasonable timeline for program rollout; implementers not bought in or views 
not sought; insufficient plan for hiring, training, and IT development; unrealistic 
procurement strategy and insufficient staff to negotiate and manage contracts; 
views of key outside stakeholders not taken into account; negatively affected par-
ties and unintended consequences not acknowledged and no plan for minimizing 
impact; little consideration of program risk

Strong implementation plan
Reasonable timeline for program rollout; implementers have bought into the 
program and are prepared to carry it out; sufficient plan for hiring, training, and IT 
development; reasonable procurement strategy and sufficient staff to negotiate and 
manage contracts; design takes into account views from key outside stakeholders; 
clear strategy for minimizing impact on negatively affected parties; reasonable effort 
to minimize unintended consequences; strong risk mitigation strategy in place

Reasons for assessment

9. How will you monitor success and rethink the approach? 

Very weak Weak Neither weak nor strong Strong Very strong

Weak assessment/contingency plan
No indicators for success; no plan to collect timely, accurate data that reflects 
outcomes; no plan to coordinate data collection with other programs; unclear 
or insufficient reporting schedule; difficult to rethink or tweak the program after 
implementation; high sunk costs; difficult to terminate or requires long phase-
out process if unsuccessful

Strong assessment/contingency plan
Key indicators of success identified for each goal; clear plan for collecting timely, 
accurate data that reflects outcomes; takes advantage of existing data systems where 
possible; coordinates data collection with other programs where possible; reasonable 
plan for rethinking approach; low sunk costs; can be quickly phased out or terminated 
if deemed ineffective or no longer necessary

Reasons for assessment
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The current process for adopting new spending programs in the 
executive branch

New program ideas in the executive branch are largely developed within indi-
vidual agencies.34 If the agency thinks a new idea is good enough for budgeting 
consideration they include the program in their annual budget request to the 
Office of Management and Budget, or OMB. Through a series of reviews, pass-
backs, and revisions, OMB determines whether to include the new idea in the 
president’s budget. But the final funding decision is made in Congress through 
appropriations legislation.35 

Each new program idea receives considerable scrutiny throughout this process. 
Agency budget shops assess the costs and merits of all new program ideas before 
requesting funds. Budget examiners at OMB are charged with reviewing each 
activity in an agency’s budget request, and they identify which programs are wor-
thy of federal funds. The problem is that often serious design flaws fall through the 
cracks and critical questions simply go unasked. 

Proponents of new programs present their ideas in the most flattering possible 
light, while budget examiners and other key decision makers do their best to 
address essential aspects of the program’s design. They may well probe whether 
the policy is the right one, but we heard that considerations of the implementabil-
ity of new ideas were almost entirely absent. 

There is currently no formal or common set of questions that agencies ask inter-
nally or are asked by OMB.36 The Design for Success review is one way to institute 
such a process.

The Design for Success process for the executive branch

Step #1: The proponent uses the “program checklist” to design an initiative 
When an agency comes up with an idea for a new government initiative, the 
program proponent—likely an agency staffer—would use the “program check-
list” tool to expose potential gaps in the proposal that need to be addressed. The 
proponent uses the checklist as a benchmark for good program design and tweaks 
the program approach along the way. 
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Step #2: The proponent completes the “program details” questionnaire
Once the program has been designed and is ready for further consideration the 
proponent completes the details tool and submits the idea through the agency’s 
internal review process. Agency leaders, advised by their budget and performance 
shops, would use information on the details tool to help them determine which 
new program ideas are most likely to succeed. 

Step #3: A neutral party completes the “program assessment” questionnaire 
Agency staff and other government officials told us a neutral party would have to val-
idate any information presented on the program details tool. We heard that a neutral 
party should summarize the information submitted by the program manager into a 
simpler, more accessible form—and in doing so provide an assessment of whether 
the program is likely to succeed. This is what the program assessment tool is for. 

We debated which government body should undertake the role of the neutral 
party. We considered asking each agency to convene a neutral panel to assess new 
proposals and to complete program assessment forms for all new proposals in 
their agencies. But we rejected that approach for two reasons. First, as we enter 
a period of fiscal tightness, we expect the number of new programs to go down 
considerably. There will be some new programs, but there may not be enough to 
justify each agency setting up its own separate process. Second, one weakness of 
the current system is that duplication often emerges between programs at differ-
ent agencies because they are developed in silos.

Another option was to ask OMB examiners to lead the assessment process. In real-
ity, though, they have little direct expertise in managing programs. The examiners 
are not always well placed to know whether a program has the necessary ingredi-
ents for success. And as the PART experience demonstrated other agencies do not 
see OMB as neutral. So it made more sense to have an interagency process that 
includes some external participants. 

We concluded that the best way to independently assess new ideas is through 
review panels focused on particular policy goals such as reducing homelessness, 
promoting public health, improving school attainment, or improving competi-
tiveness. The review panels could be convened by a lead agency, and they would 
include budget and performance experts from the key agencies, the relevant OMB 
examiners, and program managers with direct experience of administering gov-
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ernment programs. The panels also would benefit from some outside involvement 
such as state and local government employees who are responsible for implement-
ing government programs, notable academics, and other experts on the issue. 

Together this group would be charged with reviewing the information program 
proponents present and assessing the likelihood of a new initiative’s success based 
on that information. They would summarize the information on the program 
assessment tool, which is designed to be short and easy to access for busy decision 
makers. It would be submitted by agencies to OMB along with budget requests for 
any new programs. 

Step #4: Decision makers use the information on both questionnaires to 
guide their scrutiny
Once both forms have been completed, agencies will make final decisions on 
whether they wish to include the program idea in their budget submission to 
OMB. They may want to tweak the proposal in the light of the assessment by 
the interagency panel. 

For proposals that are included in agency submissions, OMB staff should con-
sider the information in both forms when deciding whether a program should be 
included in the president’s budget. We envision that these forms will be a critical 
resource during the pass-back and budget drafting process—as OMB asks pro-
gram designers to make changes to maximize the chances of an idea’s success.

Decision makers will want to review the tools’ information alongside other con-
siderations, such as the magnitude of the issue that the program addresses, the 
urgency with which that issue needs to be tackled, the constituency of support 
for the new idea, and how the program will play in the political arena. The tools 
do not cover this ground intentionally as there are already strong pressures in the 
system to address these issues. 

If OMB and the White House decide to include the program in the president’s 
budget, the information from both tools would be transmitted to Congress by the 
administration along with the final budget documents. This information will help 
appropriators consider the program’s likelihood of success. 37 

The issue of transparency was the topic of much debate while developing our tools. 
We believe that the information on these tools should be available publicly for all 
new programs in the president’s budget. If a proposal does not make it into the 
budget the information should be treated as pre-decisional and not be published. 
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There is one potential downside to this level of transparency, however. Some gov-
ernment officials expressed concern that making the assessment tool information 
public could affect the tool’s legitimacy. The administration might feel compelled 
to present all new program ideas in too rosy a light, while they might be more 
honest about design flaws in an internal government document. This is a serious 
concern—honesty in the details tool is critical to the Design for Success process. 
But we have tried to frame questions in such a way that readers would be able to 
tell if the answers amount to fabrications or exaggerations. And the interagency 
review should also act as a check in this regard.
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Appendix 3
Design for Success tools for the legislative branch



Design for Success Legislative Tool—Program Details
Description

This tool is intended for new spending programs that are created through legislation. For this tool, the program proponent responds to each question in clear, 
concise narrative (approximately 150 words per response), with the opportunity to attach additional details as appendices. Where it proves difficult for a bill sponsor 
to answer a question (for example, when the details of the program are to be resolved by the agency responsible for administering the program), they should say 
so. A legislative review body (either the committee under which appropriate jurisdiction falls or an independent organization like the Congressional Budget Office) 
considers the information in this form to assess the program’s likelihood of success in the Program Assessment Tool.

Program name:                                          Bill #:                    

Sponsor:                     Committee:                    Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms. 

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale. Be clear 
about what the program will do for the American people, not simply its expected outputs and expenditures.

3. In advance of the Congressional Budget Office score, what do you expect the 
program to cost the federal government annually? (Provide a range if necessary.) $                               

4. Explain how you came up with the cost estimate, and why you think it is accurate. 

B. Policy approach

5. Is this the right approach? 

5A. Explain why there needs to be a new program to address this problem. Explain why the private sector, states, or local governments can’t address 
the problem without a federal program. Why can’t it be addressed by expanding or modifying an existing program (either federal, state, or local), or 
through a regulatory or tax approach?
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5B. What type of program is this (direct federal program, competitive or formula/block grant, voucher program, credit program, etc.)? Discuss the 
alternative approaches that might achieve the same outcome, and why they were rejected.

5C. Describe any current federal programs that are similar in design to the program or intend to achieve similar outcomes. How are you avoiding 
overlap and duplication?

6. Why will the program work?

6A. How will the program achieve its outcomes? Describe which stakeholders need to alter their ways of working or behavior in order for the 
program to succeed, and why you believe they will do so. 

6B. What evidence suggests this program is likely to achieve its outcome (academic research, GAO and other government reports, independent 
surveys, etc.)? How do you know this evidence is reliable?

6C. Has this program been implemented elsewhere (pilot programs, states, localities, other countries, etc.)? Discuss how you know that you are 
expanding the model based on what has worked, and that it will succeed at the scale you propose. If the program has not been implemented 
elsewhere, discuss how you plan to test the new idea. 

7. Does the program establish the right incentives?

7A. Describe the incentive structure put in place to achieve the program’s goals. If the program tries to impact or change behavior, how will the 
targeted individuals be compelled to make that change? Have the expected beneficiaries of the program been consulted to determine that it will 
work from their perspective?
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7B. Discuss any foreseeable ways to cheat the system. How does the program design address these risks, and how do you plan to minimize  
their occurrence? 

C. Implementability

8. How will the program be implemented? 

8A. Briefly describe the expected timeline for implementing the program. Why do you think this timeline is realistic?

8B. Which agency or bureau will be responsible for administering the program? Who will be responsible for implementing the program at the state 
and/or local level? Have these groups been consulted, and are they committed to and prepared for the program? 

8C. Describe the major risks for the program (such as possible occurrences that can impede success of the program). Also identify groups that can 
positively and negatively affect the program’s success (federal agencies, unions, interest groups, business groups, and other stakeholders).  
Have these groups been consulted, and have their views been taken into account in the program design?

8D. Do you foresee any negative effects of the program (for example, on people or firms)? If so, what are they? What are the possible unintended 
negative consequences of the program?

8E. What are the potential obstacles to phasing out or terminating the program if it proves ineffective at achieving the desired outcome or is no 
longer deemed necessary?  
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Description

For this tool, a legislative review body—either the committee under which appropriate jurisdiction falls or an independent organization like the Congressional Budget 
Office—assesses the proposed program’s likelihood of success if implemented. The reviewers probe the bill’s sponsor on the contents of the Program Details tool and 
validate the information on it. The reviewers then assess each key success factor on a scale of 1-10 (where 1 is very weak and 10 is very strong), and provide a brief expla-
nation of each assessment. Members of the committee then consider the information in the Program Assessment tool and the validated Program Details tool during the 
committee hearing. If the committee approves the bill for a floor vote, both tools accompany the bill for the remainder of its lifespan.

Program:                                         Bill #:                      

Policy area:                    Interagency panel:                 Date:                        

A. Program description

1. Describe the proposed program and the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

2. What do you expect the program to achieve? Lay out the program’s specific outcome goals in measurable terms over a defined time scale.  
Be clear about what the program will do for the American people, not simply its expected outputs and expenditures.

3. In advance of the Congressional Budget Office score, what do you expect the 
program to cost the federal government annually? (Provide a range if necessary.) $                                

4. Explain how you came up with this estimate, and why you think it is accurate. 

B. Policy approach

5. Is this the right approach? 

Very weak Weak Neither weak nor strong Strong Very strong

Weak approach
No clear need for a new program; high duplication/overlap with current federal 
programs; unclear reasons behind specific policy approach; little consideration of 
alternative approaches 

Strong approach
Fills a clear gap in current government services; cannot achieve goals through expan-
sion or modification of existing programs; little duplication or overlap with current 
federal programs; reasonable conclusion that this approach is the best option

Reasons for assessment
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6. Why will the program work?

Very weak Weak Neither weak nor strong Strong Very strong

Weak evidence
Unreasonable expectation that key stakeholders will alter their ways of working 
or behavior; similar programs never implemented elsewhere; research on the 
approach either unavailable or concludes it is ineffective; no plan to test the pro-
gram before rolling out on the large scale/expanding on the model too quickly

Strong evidence
Reasonable expectation that key stakeholders will alter their ways of working 
or behavior; professional, independent research indicates approach will work; 
program expands on what worked on the smaller scale/plan to test before rolling 
out on the large scale

Reasons for assessment

7. Does the program establish the right incentives? 

Very weak Weak Neither weak nor strong Strong Very strong

Weak incentive system
Incentives are unclear or not aligned with program goals; program will not 
reasonably compel beneficiaries to change behavior; beneficiaries not consulted 
to determine that the program is likely to work; foreseeable ways to cheat the 
system not addressed in program design 

Strong incentive system
Establishes clear incentives that are aligned with program goals; beneficiaries reason-
ably expected to change behavior; beneficiaries have been consulted and indicate 
that the program is likely to work; strong understanding of areas most prone to gam-
ing and risks mitigated in program design

Reasons for assessment

C. Implementability

8. How will the program be implemented?

Very weak Weak Neither weak nor strong Strong Very strong

Weak implementation plan
Unreasonable timeline for program rollout; administrating agency/bureau and 
state/local implementers not bought in or views not sought; views of key outside 
stakeholders not taken into account; negatively affected parties and unintended 
consequences not acknowledged; little consideration of program risk; high sunk 
costs; difficult to terminate or requires long phase-out process if unsuccessful

Strong implementation plan
Reasonable timeline for program rollout; administrating agency/bureau and state/
local have bought into the program and are prepared to carry it out; design takes 
into account views from key outside stakeholders; clear understanding of negatively 
affected parties; reasonable effort to minimize unintended consequences; strong risk-
mitigation strategy in place; low sunk costs; can be quickly phased out or terminated 
if deemed ineffective or no longer necessary

Reasons for assessment
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The current process for adopting new legislative programs

Federal programs are often created directly through legislation. A congressional 
member thinks of a new government initiative, drafts a piece of legislation that 
establishes (and sometimes directly funds) a new government program, and sub-
mits the bill to the appropriate committee or subcommittee for a hearing. If the 
committee decides that the bill is ready it’s passed on to a floor vote. After passing, 
it’s sent to a committee in the opposite chamber, approved for another floor vote, 
and eventually sent to the president’s desk. Congress has effectively created a new 
government program when the bill is signed into law.38

The exact process for reviewing a new piece of legislation varies from committee 
to committee. But Hill staffers explained to us that no one had a set of questions 
they used when developing a new program or that they asked of every new gov-
ernment initiative. That means that no formal mechanism exists in Congress to 
ensure that essential questions of duplication, evidence, and implementation are 
asked during the debate. 

The Congressional Budget Office’s scoring process for bills is basically a review 
process in the legislative branch. Every bill brought to the floor in either chamber 
of Congress must receive a CBO “score,” or a technical assessment of a new bill’s 
likely cost. This helps ensure that proponents do not underestimate costs in order 
to win support for their idea. 

The CBO score is a crucial part of the legislative process. But it does not go far 
enough. The score only looks at budgetary impact, which ignores whether the 
program is likely to work. Our proposed tools address that weakness. Congress 
needs a rigorous process that holds all new program ideas to the appropriate level 
of scrutiny before members are expected to vote on it.

The Design for Success process for the legislative branch

Step #1: The proponent uses the “program checklist” to design an initiative 
When a congressional member decides he would like to propose a new program, 
he will likely ask one of his staff to lead on its development. The staffer uses the 
checklist as a benchmark for good program design while developing the program. 
The “program checklist” tool helps them get the proposal right.
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Step #2: The proponent completes the “program details” questionnaire
When the bill is drafted the lead sponsor of that bill should be responsible for 
formally completing the details tool. 39

The information from the program details tool should go with the bill when it is 
submitted to committee.40 This provides committee staff with essential informa-
tion on the design of any program created by the new legislation. 

Step #3: Complete Program Assessment Tool
The program assessment tool would be completed during the committee review 
phase. Ideally, the assessment will be completed prior to the committee hear-
ing, providing decision makers with as much information as possible before they 
deliberate on the bill so that they can seek changes to improve the program design.

Similar to the interagency assessment we propose for programs in the executive 
branch, it is important that an independent entity conducts the assessment of 
legislative programs. One option is that the committee staff could assess a pro-
posal’s likelihood of success as part of its regular review process. Another option 
would require an independent organization with substantive expertise, such as the 
Congressional Budget Office, to consider key components of the program’s design, 
using information provided by bill’s sponsors. 

There are pros and cons to both options. Many see questions of likely success 
as too subjective for an organization such as CBO. Equally, there is a risk that 
committee members find it hard to put aside partisan views when considering 
program proposals. Selecting the body best fit to carry out this assessment should 
be left to committees.

Step #4: Decision makers use the information on both questionnaires to 
guide their scrutiny
The information on both questionnaires should follow the bill for the remainder 
of its lifespan. If the bill makes it to a floor debate the information in the tools will 
help guide the discussion and allow legislators to consider its likelihood of success.

Decision makers will want to review the tools’ information alongside other 
considerations, such as the magnitude of the issue that the program addresses, the 
urgency with which that issue needs to be tackled, the constituency of support 
for the new idea, and how the program will play in the political arena. The tools 
do not cover this ground intentionally as there are already strong pressures in the 
system to address these issues. 
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As with the executive tools, it’s difficult to determine the appropriate level of 
transparency for these tools. Some congressional staffers expressed concern that 
publishing this information could deter honesty about flaws in the program—and 
that bill sponsors would always feel the need to claim their program is perfect. 
We attempted to frame the questions so that readers would be able to tell if the 
answers were exaggerations. And the independent review process should also 
provide a check against such behavior. 
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Appendix 4
 A draft tool for proposed regulations



Design for Success Tools—Regulatory proposals (draft)
Description

This draft tool is intended for regulatory proposals (including those that amend existing regulations). For this tool, proponents of a regulation (i.e. agency staff ) 
respond to each question in clear, concise narrative (approximately 200 words per response), with additional details attached as appendices. This form summarizes 
some of the information that would be form part of the Regulatory Impact Analysis, and would be considered by the Office of Information and Regulatory Affairs in 
OMB alongside a completed RIA. 

Program:                                         Date:                   
Agency:                                         Bureau:                        

A. Regulatory proposal—costs and benefits

1. Briefly explain the proposed regulation in clear and nontechnical language. 

2. Describe the problem it is trying to address. Also lay out the current condition of the problem in measurable terms.

3. What do you expect the regulation to achieve? Lay out the outcomes that you expect to result from the regulation in measurable terms over 
a defined time scale. Be clear about what the regulation will do for the American people (for example, a reduction in annual vehicle fatalities by 
1 percent), not simply the number of people or firms affected. 

4. Lay out (in tabular form) the monetized costs and benefits of the proposed regulation following OMB guidance for Regulatory Impact Analysis. 
Also include any nonmonetized costs or benefits.

5. Are estimates of costs and benefits based on the best reasonably obtainable scientific, technical, and economic information? Explain how you 
came up with the estimates and whether they have been independently verified.

6. What costs or benefits were you unable to quantify and monetize? Explain why you were unable to do this. 

7. What are the likely costs to federal, state, or local governments of the new regulation? Where do these costs fall and over what time period? 
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B. Policy approach

8. Why is this the right approach?

8A. Explain why there needs to be a regulatory change to address this problem. Explain what would happen in the absence of a regulatory change. 

8B. Could another policy approach such as a tax measure or spending program achieve the goals of the regulation? If so, were they considered and 
why were they rejected? 

8C. Describe other federal regulations that are similar in design or intend to achieve similar outcomes. To the extent possible, are you leveraging 
existing regulations rather than creating new regulatory approaches? 

8D. Discuss the alternative regulatory approaches that you considered. Explain why they were rejected, including the costs and benefits of  
different approaches. 

8E. Explain why you believe that the benefits justify the costs. 

9. Why will the program work? 

9A. What evidence (e.g., academic research, GAO and other government reports, independent surveys, etc) suggests that this regulatory approach is 
likely to achieve its outcomes? How do you know that this evidence is reliable?

9B. Has a similar regulatory approach been implemented elsewhere (states, localities, other countries, etc)? If so, describe the locations, 
effectiveness, and lessons learned. Have rigorous evaluations of impact been conducted?
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9C. Have those affected by the program been consulted? What are their views on its likely success? Have they made suggestions on how to improve 
the program? How have you adjusted the program design to take account of these comments? 

10. Does the program establish the right incentives?

10A. How will the regulatory program achieve its outcomes? Describe who needs to alter their behavior in order for it to succeed, and why you 
believe they will do so.

10B. What level of compliance do you expect when the regulation comes into force? 

10C. Discuss any foreseeable ways to cheat the system. How does the program design address these risks, and how do you plan to minimize their 
occurrence?

C. Implementability

11. How will the program be implemented?

11A. Briefly describe the expected timeline for implementing the regulation. Why do you think this timeline is realistic?

11B. Will a federal agency be responsible for enforcement of the regulation? Discuss the extent to which it is ready to do so. How does it plan to 
secure the necessary staff, skill base, and IT infrastructures?
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11C. Will the program be enforced by states or localities? Have they have been consulted, and are they committed to the program? In particular, do 
they have the necessary budget, staff, and IT infrastructures?

11D. Describe the major risks for the regulatory program (such as possible occurrences that can impede success of the program) and where they 
come from. For each major risk, discuss the impact if it should occur, the probability of its occurrence, and mitigation strategies.

11E. Do you foresee any negative effects of the regulatory program (for example, on people or firms)? If so, what are they? What are the possible 
unintended negative consequences of the program? How do you plan to minimize the adverse impact of these consequences?

12. How will you monitor success and rethink the approach?

12A. List the key performance indicators through which you intend to track the regulatory program’s outcomes.

12B. Is the data you plan to collect an accurate and timely reflection of the regulation’s performance toward achieving the outcome? To the extent 
possible, are you coordinating data collection with other programs (including nonregulatory programs)? 

12C. Lay out any plan for evaluating the regulation’s progress toward achieving its goals. Will you be able to tweak your approach along the way as 
you learn what is and is not working?

12D. What are the possible obstacles to phasing out or terminating the regulation if it proves ineffective at achieving the desired outcome or is no 
longer deemed necessary? 
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Appendix 5
A draft tool for proposed tax provisions41



Design for Success Tools—Tax Provisions (draft)
Description

This draft tool is intended for proposed tax expenditures. It would be completed for tax provisions (including those that modify existing provisions) that provide incen-
tives or disincentives for certain activities (such as saving for retirement). It would not be completed where the objective of the provision is entirely tax related (for 
example, where a change to the tax law aims to increase the accuracy of income measurement or make broad changes in tax rates). For this tool, the proponent of the 
provision responds to each question in clear, concise narrative (approximately 150 words per response) with the opportunity to attach additional details as appendices. 

Name of proposed tax provision:                                            Bill #:                         

Sponsor:                   Committee(s):                Date:                       

A. Description—costs and benefits

1. Describe the proposed tax provision. 

2. In what form is the tax incentive or subsidy delivered?  Please circle: 

Exemption—a provision that exempts or excludes a certain kind of income from taxation

Deduction—a provision that permits taxpayers to deduct a certain expense from the amount of income that is subject to tax

Rate preference—a provision that provides lower rates for income earned in certain ways

Credit—a provision that directly reduces the taxpayer’s tax liability after the determination of income and the application of tax rates

Deferral feature—a provision that shifts tax liabilities to later years

3. What activity does the tax provision seek to discourage or encourage (for example, saving for retirement, getting homes insulated, consuming 
tobacco products)? 

4. What is the current level of the activity? Is it too high or not high enough?

5. What impact do you believe the tax provision will have on that level and over what timeframe?

6. What are the benefits to the public that would result from the change? 

7. In advance of the official revenue estimate by the Joint Committee on Taxation, what do you expect the revenue effects of the tax provision to be? 
(Provide a range if necessary.) 

$       _______ over ________ years
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8. Explain how you came up with the estimate and why you think it is reasonable.

9. If the new program provides a tax benefit, is the fiscal cost commensurate with the policy goal? If the new program imposes a new form of tax, is 
the cost to taxpayers commensurate with the policy goal?

10. Are the revenue effects likely to vary significantly between years over a 5-, 10-, or 20-year time horizon? If so, please describe the nature of the  
likely variation. 

B. Policy approach

11. Why is this the right approach? Why choose a tax measure? 

11A. Explain why there needs to be a new initiative at the federal level to encourage or discourage the activity. Explain why the private sector, 
states, or local governments can’t take action instead. 

11B. Rather than adopting a tax provision, why wouldn’t it be better to expand or modify an existing spending program or regulatory measure? 

11C. Why do you think that a new tax provision is a better way forward than a new spending program? In particular, are there administrative 
advantages to running the program through tax returns? 



Design for Success Tools—Tax Provisions (draft)
11D. Do all (or almost all) of the intended beneficiaries file tax returns? If not, why are you not proposing a spending measure?

11E. Tax information is generally confidential while the beneficiaries of spending programs (contracts, grants) are generally made public. Explain 
whether important transparency is lost by making the program a tax expenditure.

11F. Is the information required to determine eligibility already collected by the IRS? If not, explain why it would be relatively easy to collect it. 

11G. Describe any current federal spending programs or tax provisions that intend to achieve similar outcomes. How are you avoiding overlap  
and duplication?

11H. Is it desirable to sunset the provision or does it need to be permanent to meet its objectives? Explain the reasons for your answer.

12. Why will the provision work?

12A. Is there any evidence (academic research, GAO and other government reports, independent surveys, etc.) that suggests the provision is likely to 
achieve the change in activity level? How do you know this evidence is reliable?

12B. Has a similar tax provision been implemented elsewhere (states, localities, other countries, etc.)? Discuss how you know you are expanding the 
model based on what has worked, and whether it will succeed at the scale you propose. 
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13. Does the provision establish the right incentives?

13A. If it is a deduction, exemption, or deferral feature, are there policy reasons to provide a different subsidy in dollar terms to taxpayers in 
different tax brackets?

13B. If it is a deduction for individuals, is it an itemized or nonitemized deduction? What are the administration and/or policy reasons it should be 
itemized or nonitemized?

13C. If it is a credit, explain whether or not it is refundable. If it is not refundable, explain why the incentives behind the policy do not apply to 
taxpayers without federal income tax liability. 

13D. Given the structure of the tax provision, is it targeted to those taxpayers who will be most responsive to the incentives or to those who are most in 
need of its benefits? 

13E. Do you foresee taxpayers (e.g. individuals or firms) who would lose out as a result of the tax provision? If so, what are they? What are the possible 
unintended negative consequences of the provision?

13F. Does the change in laws affected by the tax provision open new opportunities for unintended avenues for tax avoidance or enable tax evasion or 
fraud? How do you plan to minimize these potential risks?
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13G. How does the proposal affect the distribution of the overall tax burden? 

C. Implementability

14. How will the program be implemented?

14A. Briefly describe the expected timeline for implementing the tax provision. Why do you think this timeline is realistic?

14B. Has the IRS been consulted on the tax provision? Does the IRS have the necessary systems and human resources to administer the program? 
What will the costs of administering the program be? 

14C. If there is administrative discretion in allocating benefits (for example, awarding grants or authority) and you are proposing that the IRS should 
exercise that discretion, explain why you are not proposing that the provision be administered fully or in part by another agency. Is there another 
agency that is better suited due to subject matter expertise or access to information? Consider whether the IRS should administer the tax provision 
with policy decisions delegated to another agency. 

14D. Are you confident that the appropriate aspects are detailed in Treasury Regulations rather than codified in the Internal Revenue Code? 

14E. Will the tax provision require taxpayers to do anything to claim the benefit or comply with additional requirements? If so, describe how 
taxpayers will be provided with the information they need. For tax benefits, describe how you plan to maximize take-up among eligible taxpayers.
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14F. What additional information will need to be collected from taxpayers to administer the program? Explain what forms the IRS will need to 
develop or change to collect this information.  

14G. Explain how the proposal will increase or decrease the time and expense of tax compliance for households and/or businesses.

15. How will you monitor success and rethink the approach?

15A. How will you know whether the tax provision is successful at achieving its objectives? List the key performance indicators for the provision.

15B. Will data that is collected provide a timely and accurate reflection of whether the tax provision is working? Will the data be comparable to that 
collected by other programs that have similar objectives (including spending programs)?

15C. Lay out the plan for evaluating whether the provision is successful (including when you expect the provision to be evaluated). 

15D. What are the potential obstacles to phasing out or terminating the tax provision if it proves ineffective at achieving the desired outcome or is 
no longer deemed necessary? 
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Appendix 6
Reviewing What Works:  
Tools for evaluating existing programs



Reviewing What Works—Policy Strategy Tool
Description

This tool is the first step in the Reviewing What Works process to assess the relative effectiveness of existing programs. An interagency panel uses this tool to look across a 
policy area (such as homelessness) to identify the key outcome goals (such as ending homelessness among veterans in five years). The panel then compiles an inventory of 
all federal programs that seek to achieve those goals. One policy strategy tool should be completed for each policy area. For each program on this inventory the lead agency 
completes the program effectiveness tool. Once all those tools have been completed the interagency panel then considers each program relative to others and completes a 
program evaluation tool for each program.

Policy area:                                          Reference #:                    

Interagency panel name:                                          Date:                         

A. Performance goals

1. What are the administration’s priority goals in this policy area? Where appropriate, refer to high priority performance goals that have been 
adopted by agencies and are required by the GPRA Modernization Act of 2011. Include only goals that relate to what the program seeks to achieve 
for the American people—not expected outputs or expenditures. Set out for each goal the current level of performance, the targeted performance 
level, and the deadline. Do not list more than five goals across a policy area. 

High priority performance goal/other goal #1:                                                
Current level of performance:                                                       
Targeted performance level:                                                       
Deadline:                                                                

High priority performance goal/other goal #2:                                                
Current level of performance:                                                       
Targeted performance level:                                                         
Deadline:                                                                

High priority performance goal/other goal #3:                                                  
Current level of performance:                                                       
Targeted performance level:                                                        
Deadline:                                                               

(List of goals continues as necessary to a maximum of five.)

B. Inventory of current programs

2. List the current programs that aim to achieve the goals above. For each program, provide the agency, bureau, description, and annual budget. List 
the programs in order of size of budget.

Program A name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program B name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program C name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                
Budget (for the current year and the previous three years):                                                                

Program D name:                                                                
Agency:                                                                
Bureau:                                                                
Description:                                                                

Budget (for the current year and the previous three years):                                                                

(List of programs continues as necessary.)



Reviewing What Works—Program Effectiveness Tool
Description

This tool is the second step in the Reviewing What Works process to assess the relative effectiveness of existing programs. Program managers use this tool to report on the 
effectiveness of their program and its contribution to common goals across a policy area (such as reducing homelessness). They should respond to the questions in clear, 
concise narrative (roughly 200 words per response) and attach additional details as appendices. One program effectiveness tool should be completed for each program on 
the policy area’s policy strategy tool. An interagency panel on the specific policy area considers the information in this form to assess the program’s effectiveness relative to 
other federal programs in that area.

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Author:                     Approved by:                 Date:                        

A. Program description and goals

1. Describe the program and when it was launched. 

2. What have the program’s annual costs for federal government been for the last four years?

3. Lay out specific policy outcome goals (such as ending homelessness among veterans in five years) the program is contributing to, referring to the 
information on the policy strategy tool. 

4. Are there any other outcome goals the program seeks to accomplish? If so, list them briefly. Include only goals that relate to what the program is 
seeking to achieve for the American people. Do not include expected outputs or expenditures.       

B. Program performance

5. Is the program working?

5A. Describe in brief how the program works. How does it seek to alter the ways of working or behavior of stakeholders or beneficiaries to achieve 
the outcome goals above? 

5B. What evidence do you have that the program is effective at achieving the goals above? If possible, describe the precise contribution you believe 
that the program has made to the outcomes (such as reduced chronic homelessness by 2,500 across 17 states) and over what time period.



Reviewing What Works—Program Effectiveness Tool
5C. How confident are you that the contribution of the program mentioned in question 5B does not result from other programs or tax and 
regulatory measures? Why? 

5D. Has there been an independent evaluation of the program and its effectiveness? If so, what was the methodology? In particular, was there a 
randomized control trial or similarly rigorous independent evaluation? 

6. How does the program work alongside other programs?

6A. In addition to programs listed on the accompanying form, what other federal, state, local, and other programs seek to accomplish similar 
outcomes? What tax and regulatory measures seek to accomplish these outcomes? 

6B. How does the program leverage or coordinate with other programs to minimize duplication and maximize collective impact?

7. What does benchmarking show about the costs and effectiveness of the program?

7A. Have you benchmarked the costs and effectiveness of the program with other programs that seek to achieve similar aims (including at the 
federal, local, or state level)? If so, what does the benchmarking show? How can you be sure that the comparison is fair and does not compare 
different types of beneficiaries or effectiveness (for example, short-term unemployed with long-term unemployed)?

7B. Have you benchmarked the costs and effectiveness of the program internally or across different geographical areas that the program operates 
in, across different groups the program works with, or using different program models? Do you have a strong understanding of the drivers of 
differences in cost and effectiveness? What have you done to ensure that the program maximizes learning from these cost comparisons? 

8. Is the program well run?

8A. Has the program been implemented in line with the expected timeline? If not, describe the nature of delays and whether any delays are likely in 
the future. 



Reviewing What Works—Program Effectiveness Tool
8B. Does the agency responsible for administering the program have the necessary staff, skill base, and IT infrastructure? Discuss any issues the 
program is experiencing in these areas and how you are dealing with them. 

8C. Who is responsible for implementing the program at the state or local level? Are they fully committed to and working toward the program’s goals? 

8D. Does the program have an up-to-date risk management plan? How was it developed? And has it been good at predicting what might go wrong 
and how to mitigate risks? 

8E. How accurate have the program’s estimates of likely costs been over the last four years? 

8F. Have there been any issues with obligating funds? Does the program display a year-end peak in spending? 

8G. Are procurement costs incurred to date in line with expectations? Are the necessary contract staff and review structures in place to ensure that 
procurement costs are minimized and terms are closely monitored? 

8H. How does the program seek to minimize fraud? What instances of fraud have occurred and what has been done to manage the risk in the future?
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9. Has the program sought to learn from experience?

9A. How do you monitor whether the program has any unintended consequences or whether there are ways to cheat the system? What evidence is 
there of unintended impacts or ways to cheat the system? What have you done in response to them? 

9B. How does the program seek to improve? Is there a way for beneficiaries of the program or those who are involved in its administration to submit 
feedback and suggestions for improvement? How has the program been reformed to take account of this feedback? 

9C. How does the program keep abreast of developments at the state level, internationally, or in the private sector that might help to identify ways 
the program could be improved? Has the program been reformed and improved in light of this learning? 

9D. Is the data being collected an accurate and timely reflection of the program’s performance toward achieving the outcomes? To the extent 
possible, are you coordinating data collection with other programs? 

9E. Discuss the process for evaluating the program’s progress toward achieving its goals. How often do performance assessments take place and to 
whom is progress reported? What improvements have been made to the program as a result of the performance assessment process?  



Reviewing What Works—Program Evaluation Tool
Description

This tool is the third step in the Reviewing What Works process to assess the relative effectiveness of existing programs. An interagency panel uses this tool to evaluate the 
program’s effectiveness compared to other programs in the same policy area (such as reducing homelessness). The panel evaluates each program listed on the policy strat-
egy tool, probing individual program managers on the contents of the program effectiveness tool. The panel then assesses each key effectiveness factor on a scale of 1-10 
(where 1 is very weak and 10 is very strong), and provides a brief explanation of each assessment. One program evaluation tool should be completed for each program on 
the policy area’s policy strategy tool. The final program evaluation tool, the validated program effectiveness tool, and the completed policy strategy tool are submitted to the 
relevant agency, the OMB, and Congress for consideration during the annual budget and appropriations process. 

Program:                                          Reference #:                    

Agency:                                          Bureau:                         

Policy area:                     Interagency panel:                 Date:                        

A. Program description and goals

1. Describe the program and when it launched. 

2. What has the program’s annual costs for federal government been for the last four years?

3. Lay out specific policy outcome goals (such as ending homelessness among veterans in five years) that the program is contributing to, referring to 
the information on the Policy Strategy tool.

4. Are there any other outcome goals that the program seeks to accomplish? If so, list them briefly. Include only goals that relate to what the 
program is seeking to achieve for the American people. Do not include expected outputs or expenditures.  

B. Program performance

5. Is the program working?

Very weak Weak Neither weak nor strong Strong Very strong

Weak program performance
Unsuccessfully seeks to alter ways of working or behavior of stakeholders or 
beneficiaries; no evidence that the program is effective, or that the program 
contributes to observed outcomes; no independent evaluation of the program’s 
impact, or research shows no positive effect

Strong program performance
Successfully alters ways of working or behavior of stakeholders or beneficiaries; reli-
able evidence the program is contributing to observed outcomes; impact validated 
by rigorous independent evaluation

Reasons for evaluation



Reviewing What Works—Program Evaluation Tool
6. How does the program work alongside other programs?

Very weak Weak Neither weak nor strong Strong Very strong

Weak coordination with other programs
High duplication of activities or services with other federal programs; program 
does not leverage or coordinate with similar programs

Strong coordination with other programs
Little or no duplication of activities or services with other federal programs; 
where overlap exists, program leverages and coordinates with similar programs 
whenever possible

Reasons for evaluation

7. What does benchmarking show about the costs and effectiveness of the program?

Very weak Weak Neither weak nor strong Strong Very strong

Weak cost effectiveness
No attempt to benchmark the costs and effectiveness of the program with other 
programs, or costs are excessive compared to similar programs with similar ben-
eficiaries; no attempt to benchmark costs internally (across geographical areas, 
program groups, etc); weak understanding of drivers of cost and effectiveness, 
with no attempt to learn from comparisons

Strong cost effectiveness
Costs are reasonable relative to similar programs with similar beneficiaries; managers 
have a strong understanding of drivers of cost and effectiveness, and have taken 
actions to learn from comparisons

Reasons for evaluation



Reviewing What Works—Program Evaluation Tool
8. Is the program well run?

Very weak Weak Neither weak nor strong Strong Very strong

Weak program management
Significant delays in implementation; administering agency lacks necessary staff, 
skill base, or IT infrastructures, with insufficient plan to fix the problem; those in 
charge of implementing the program not committed to and working toward the 
program’s goals; risk management plan either does not exist or is insufficient; 
actual costs much higher than initial cost estimates; significant issues with obligat-
ing funds; spending much higher near the end of the year relative to the rest of the 
year; procurement costs substantially higher than expected, or contract staff an 
review structures insufficient; high instance of fraud with insufficient strategy to 
mitigate these risks in the future

Strong program management
Implemented in line with the expected timeline; All necessary staff, skill base, and 
IT infrastructures are in place, or still on pace to attain them as expected; those in 
charge of implementing the program fully committed to and working toward the 
program’s goals; strong risk management plan that has proven effective at predict-
ing mitigating risks; actual costs less than or consistent with initial cost estimates; 
no issues obligating funds, with reasonably consistent spending throughout the 
year; procurement costs less than or consistent with expectations; necessary 
contract staff and review structures in place; low instance of fraud with a strong 
strategy to mitigate these risks in the future

Reasons for evaluation

9. Has the program sought to learn from experience?

Very weak Weak Neither weak nor strong Strong Very strong

Weak learning process
No effort to monitor or respond to unintended impacts or ways to cheat the sys-
tem; no way for beneficiaries or administrators to submit feedback and sugges-
tions for improvement; managers do not keep abreast of relevant developments 
at the state level, internationally or in the private sector; insufficient data col-
lected, or data do not reflect program performance toward achieving outcomes; 
no effort to coordinate data collection with similar programs; insufficient process 
for evaluating program progress

Strong learning process
Unintended impacts and ways to cheat the system closely monitored; effective steps 
have been taken to respond to unintended consequences and cheating; system in 
place for beneficiaries or administrators to submit feedback and suggestions for 
improvement, and managers take feedback into account; managers keep abreast 
of relevant developments at the state level, internationally or in the private sector, 
and improve the program accordingly; accurate and timely data being collected that 
reflects program performance toward achieving outcomes; coordinates data collec-
tion with similar programs where possible; effective process for evaluating program 
progress, and improvements are made based on the results

Reasons for evaluation
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